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ABSTRACT 
 

Image descriptors play an important role in any computer vision system e.g. object 

recognition and tracking. Effective representation of an image is challenging due to 

significant appearance changes, viewpoint shifts, lighting variations and varied object 

poses. These challenges have led to the development of several features and their 
representations. Spatiogram and region covariance are two excellent image descriptors 

which are widely used in the field of computer vision. Spatiogram is a generalization of the 

histogram and contains some moments upon the coordinates of the pixels corresponding to 

each bin. Spatiogram captures richer appearance information as it computes not only 

information about the range of the function like histograms, also information about the 

(spatial) domain.However, there is a drawback that multi modal spatial patterns cannot be 

well modelled.Region covariance descriptor provides a compact and natural way of fusing 

different visual features inside a region of interest. However, it is based on a global 

distribution of pixel features inside a region and loses the local structure.In this paper, we 

aim toovercome the existing drawbacks of these descriptors. To this, we propose r-

spatiogram and then a new hybrid descriptor is presented which is combination of r-

spatiogram and traditional region covariance descriptors. The results show that our 
descriptors have the discriminative capability improved in comparison with other 

descriptors.  
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1. INTRODUCTION 
 

Feature descriptors is one of the main building blocks in any computer vision system e.g. 

object recognition and tracking. It is utilized for comparing image or images patches so 

appropriate description of features in the image is the desired goal in such applications. Many 

approaches for the feature description are proposed such as Gaussian Mixture Models 
(GMMs) [1] and region covariance descriptor [2]. In GMM, pixels are grouped into 

homogeneous region by grouping the signal vectors in a selected dimensional space. The use 

of a GMM always provokes questions regarding the number of mixtures to use. Region 
covariance descriptor describes a region of interest as a covariance of pixel features. It 

provides a natural way to fuse different modalities, e.g., color and texture, of pixel features 

into a single meta-descriptor. Since the covariance descriptor is obtained by averaging 

features inside the region, it remedies the effects of noise and spatial 
misalignments.However, Covariance descriptor is based on a global distribution of pixel 

features inside a region and loses the local structure. Hence, two different patterns that have 



112                                 Computer Science & Information Technology (CS & IT) 

the same distribution of pixel features, have similar covariance descriptors Moreover, many 

approaches used to form a description involve the use of a template or a histogram. Lowe [3] 
suggested scale-invariant feature transform(SIFT) algorithm which has a local feature 

detector and local histogram-based descriptor. It detects sets of interest points in an image 

and for each point it computes a histogram-based descriptor with 128 values. Sedaghat and 

Ebadi [4] proposed a new local feature descriptor that is named adaptive binning SIFT (AB-
SIFT) by exploiting an adaptive binning approach to describe the image content around a 

local feature and utilizing an adaptive histogram quantization strategy for both the location 

and gradient orientations respectively, that increases the discriminability of the final 
descriptor. Farenzena et al. [5] presented the famous SDALF method which combined 

weighted HSV histogram with stable color region and salient texture. The SCEAF [6] method 

tried to improve SDALF with detected human parts or structural constraints. Ma et al. 

proposed eBiCov [7] descriptor based on fisher vectors and bioinspired features.Su et al. [8] 
presented the histogram of oriented gradient (HOG) descriptor that applied weight for every 

bin of gradient orientation histogram according to the significance of the gradient 

information. Considering that histogram discards all spatial information, Birchfield and 

Rangarajan [9] introduced spatiogram. Spatiogram is a generalization of the histogram and 

contains some moments upon the coordinates of the pixels corresponding to each bin. The 

spatiogram computes not only information about the range of the function like histograms, 
but also information about the (spatial) domain. However, one drawback of representing the 

spatial information bymeans of a single Gaussian is the fact that multi modal spatialpatterns 

cannot be well modelled. So, this approach sometimes may consider two objects with the 

different distribution as the same object.Nilsson et al. [10] proposed mapogram which 
incorporates spatial information into a histogram. In mapogam, the spatial information is 

contained in 2D probabilistic “maps”. It is possible to control the amount of spatial 

information desired in the model. Mapogram may require the great amount of memory for 
computing the map and need to scan overall image iteratively. Choe et al. [11] introduced 

geogram that contains information about the perimeter of grouped regions in addition to 

features in the spatiogram. However, for some images, the mentioned drawback of 
spatiogram still remains in geogram approach. So, in order to alleviate the mentioned 

drawbacks in region covariance descriptor and spatiogram we summarize our main 

contributions as follows: 

 
- To overcome the drawback of spatiogram, r-spatiogram is introduced based on the 

region-based compactness on the distribution of the given feature. In addition, a 

modification to the similarity measure for a spatiogram[12] is respectively proposed 
in this paper. 

- Targeting the more complete representation of image, a new descriptor, r-

spatiocovariance is proposed which is combination of r-spatiogram and traditional 

region covariance descriptor and includes more rich features of the images. 
- The rest of the paper is organized as follows. Section 2 describes the details of the 

proposed method. . The experimental results and performance evaluations are 

provided in Section 3. Finally, the conclusion are drawn in Section 4. 
 

2. PROPOSED METHOD 
 

The proposed method is constructed to provide proper and applicablerepresentation of images 

which applied useful feature components and descriptors. Since spatiogram and covariance 
descriptors have been acknowledged and widely used for their excellent representation 

abilities, they are utilized in this work. 
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2.1. r-spatiogram 
 

Spatiogram is often calculated on the whole image region, which lacks robustness as a global 

image region is not discriminative enough to describe a shape. Hence, given an image that is 

a two-dimensional mapping 𝐼: 𝑃 → 𝑣 from pixels 𝑃 = [𝑥, 𝑦] to values 𝑣, we divide the image 

region, to several subregions. Then, for each bin, 𝑏, and in each subregion, 𝑟, we compute the 

ratio of the each subregion’s histogram, 𝑟𝑖𝑛𝑏, to whole image’s histogram, 𝐼𝑛b, as (1).  
 

𝒓𝒊𝒃 =
𝑟𝑖𝑛𝑏

𝐼𝑛𝑏
, 𝑏 = 1, … , 𝐵; 𝑖 = 1, … , 𝑀 

(1) 

 

where𝑛𝑏 denotes the number of pixels whose value is that of the 𝑏th bin, 𝐵 is the number of 
bins in the spatiogram, and M shows the number of subregions in the image. After 

vectorizing the computed ratios in (1), we obtain 𝒓𝒃 which presents a vector of ratios for 

corresponding bin with the length equal to the number of subregions. Finally, the third order 

r-spatiogram of an image, 𝑟𝑠,  is represented as, 
 

𝑟𝑠𝑏
3 = 〈𝑛𝑏 , 𝜇𝑏 , 𝛴𝑏,𝑟𝑏〉, 𝑏 = 1, … , 𝐵 (2) 

 

where𝜇𝑏 and Σ𝑏 are the mean vectors and the covariance matrices of the coordinates of those 

pixels, respectively. The motivation we introduced ratios stems from considering region-
based compactness on the distribution of the given feature in the image.In order to obtain the 

similarity between two r-spatiogram, first we use l1-norm to calculate the similarity, 𝑠, 

between ratios of two image, 𝒓′𝒃 and 𝒓′𝒃, according to (3). Then, the final similarity measure, 

𝜌, which introduced in [12] is modified as (4), 
 

𝑟𝐷𝑖𝑠𝑡 = ‖𝒓𝒃 − 𝒓′𝒃‖1 = ∑|𝑟𝑖𝑏 − 𝑟𝑖𝑏′|, 

𝑠 = |1 − 𝑟𝐷𝑖𝑠𝑡| 

 

(3) 

𝜌 = ∑ 𝑠 √𝑛𝑏𝑛′𝑏

𝐵

𝑏=1

[8𝜋|𝛴𝑏𝛴′
𝑏|1 4⁄ 𝑁(𝜇𝑏; 𝜇′

𝑏 , 2(𝛴𝑏+𝛴′
𝑏))] 

 

(4) 

  
To analyze the obtained measure in (4), we compare two identical spatiograms and compute 

the total similarity as (5).As can be seen, any spatiogram compared to itself will always 

receive a similarity score of 1 using the new measure, which is its maximal value we obtain, 
 

𝜌 = ∑ √𝑛𝑏
2

𝐵

𝑏=1

[8𝜋|𝛴𝑏|1 2⁄ 𝑁(𝜇𝑏; 𝜇𝑏 , 4𝛴𝑏)] 

      = ∑ 8𝜋𝑛𝑏

𝐵

𝑏=1

|𝛴𝑏|1 2⁄

2𝜋|4𝛴𝑏|(1 2)⁄ = ∑ 𝑛𝑏 = 1

𝐵

𝑏=1

 

 

 

(5) 

2.2. r-spatiocovariance 
 

Covariance descriptor describes a region of interest as a covariance of pixel features and fuse 

different modalities such as color and texture of pixel features into a single meta-descriptor. 

However, covariance descriptor is based on a global distribution of pixel features inside a 
region and similar to other meta-descriptors loses the local structure. Figure1(a) and 

Figure1(b) indicate two different patterns that have the same distribution (mean/covariance) 

of pixel features (each color indicates the same feature vector)[13]. So, they have similar 
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covariance descriptors that can be seen in Figure1(c) and Figure1(d). Note that the features 

used for this figure are red, green and blue channel of color image. 
 

 
(a) 

 
(b) 

 

 

 

 
 

 

(c) 

 

 

 

 
 

 

(d) 

 

Figure 1.  (a) First pattern, (b) Second pattern, (c) Covariance descriptor for first pattern, (d) 

Covariance descriptor for second pattern. 

 
In this paper, making use of mean information to enhance the covariance descriptor is 

motivated by several works, such as [14, 15, 16]. Inspiring from [16] which incorporated the 

first-order statistics to the representation of region covariance, the covariance descriptor is 
computed as (6).  
 

𝑅(𝑐) = (𝜇, 𝑠1, … 𝑠𝑑 , 𝑠𝑑+1, … , 𝑠2𝑑)T, (6) 
  

where the first term, 𝜇,  is the mean vector of the features and the remaining terms denote a 
vectorial representation of a covariance matrix by concatenating the elements of Sigma 

Points S = {si}, i = 1, … , d for a  𝑑 × 𝑑 covariance descriptor. More details about sigma point 

is in [17] To compute the distance between two feature vectors, 𝑅(𝑐)and 𝑅′(𝑐), l1-norm  is 
utilized as (7), 
 

𝛽 = ‖𝑅(𝑐) − 𝑅′(𝑐)‖1 (7) 
  

Finally, weighted combination of two feature components, computed in (4) and (7), is 

represent as (8) which calculates the distance between two images. 

 

𝐷(𝐼, 𝐼′) = 𝑤𝛽𝛽 + 𝑤𝜌𝜌 (8) 
  

It should be noted that,𝑤𝛽 and 𝑤𝜌are set according to [5].The estimated weights arein fact 

rather stable in most datasets or scenarios for their relative importance is almost fixed. 
 

3. RESULT 
 

In this section we show experimental results to evaluate our approach, providing comparisons 

with other methods on VIPeR dataset [18]. The results are shown in terms of recognition rate, 

by the Cumulative Matching Characteristic (CMC) curve [18]. The CMC curve represents the 
expectation of finding the correct match in the top n matches.Figure 2 shows the results of 

comparing two different patterns using spatiogram, r-spatiogram and geogram. In order to 

compare these methods, we use a target image in Figure 2(a) to compare its similarity with 

two patterns shown in Figure 2(b). We start to scan the entire image in Figure 2(b) from left 
to right and from top to bottom. Note that the number of subregions is set to 9, which is 3 by 

3 divisions in width and height of image. The result is corresponding to any order of 

spatiogram and the r-spatiogram and we did not consider any assumption such as identity 
covariance matrix. As can be seen in Figure 2(c), peaks of similarity measure for two images 

are similar to each other in the result based on the spatiogram or geogram, but they are 
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completely distinguishable in the r-spatiogram as it is clear in Figure 2(d). In fact, we obtain 

same spatiograms for two images because the means and the covariances upon the 
coordinates of pixels are equal. Also, as the perimeter of homogenous regions are equal in the 

two patterns, their geograms are same. However, the r-spatiograms are not equal. It means 

that r-spatiogram has the discriminative capability improved in comparison with spatiogram. 

 
 

 

 
 

 

(a) 

 

 
(b) 

 
(c) 

 
(d) 

 

Figure 2.Results of comparing two different patterns shown in (a) and (b), using, (c) spatiogram or 

geogram, and (d) r-spatiogram. 

 

Moreover, we evaluated r-spatiocovariance against other published methods, including 
SDALF [5], SCEAF [6], eBiCov [7], and MCTCS [7]. As can be seen in Figure 3, 

considering CMC curve, our descriptor outperforms other methods. 

 

 
 

Figure 3.CMC curves on VIPeR for current methods comparison 
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4. CONCLUSIONS 
 

In this paper, we have presented concept of r-spatiogram and r-spatiocovariance. Aside from 

their functionality which alleviate the drawbacks of traditional spatiogram and region 

covariance descriptors, they have constructed with using appropriate components in 

representing images. Therefore, such representation is more attainable and accurate. In 
addition, our proposed method is straightforward as it does not need any preprocessing or 

training steps. r-spatiogram was presented based on the region-based compactness on the 

distribution of the given feature and utilized in proposing our new descriptor,r-
spatiocovariance which aims to provide more complete representation of image. The 

experimental results and performance evaluations indicated that our descriptors have the 

discriminative capability improved in comparison with other descriptors. 
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