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ABSTRACT 
 

CCTV is becoming more important in solving incidents. Various solutions have been developed 

for effective control, and GIS solution that displays CCTV video on the map is the most useful 

among them. On the other hand, in the current system, since CCTV does not have a sensor such 

as a digital compass, it displays only the location of CCTV, not the area that CCTVs view. In 

this paper, we present a methodology to indicate which area a CCTV is monitoring in the 
existing system. It can be accomplished by showing video regarding specific PTZ values to users 

and receiving information from users about the area. 
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1. INTRODUCTION 
 

As the demand for safety increases, a large number of CCTVs are installed in various parts of the 
city, and these images play an important role in solving various crimes, incidents and accidents 

[1]. 
 

Usually, so many CCTVs are managed by a small number of monitoring agents, so various 
solutions have been developed to help them [2]. One of the most useful of these is the GIS 

solution. GIS solutions display the location where CCTV is installed and also provide the 

function to play the video of the selected CCTV. On the other hand, since most cameras don’t 
have sensors like compasses, you can’t know which direction in the map you are looking by just 

playing video, or it takes much time and effort to recognize the direction of the camera. 
 

In emergency situations, it is very important to know exactly where the video is happening on the 

map. By the way, if the system knows which area each camera is currently viewing, it will be 
possible to control the camera for viewing the exact region to cope with the situation. It will also 

be possible to search for videos related to a specific area, resulting in efficiency of monitoring [3]. 

On the other hand, almost all existing cameras don’t yet have a bearing-like sensor, like a 
compass, so it’s not easy to know which direction the camera is looking at. It can be solved by 
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attaching a compass to an existing camera, but since each camera has various physical structures, 
it is difficult to install a compass for each camera. 

 

 
 

Figure 1.  GIS solution example playing CCTV video 
 

In order to solve this problem, this paper proposes a method to display the camera viewed region 

on the map using the existing system, which is similar in [4]. Chapter 2 describes the 

methodology for the system to calculate the bearing. Chapter 3 shows the results of the 
implementation and concludes this paper in Chapter 4. 
 

2. METHODOLOGY 
 

The proposed method displays not only the position of the camera but also the area monitored by 

the camera as shown in the Figure 2. It is divided into two steps: estimating unknown parameters 

and calculating ptz values by which the camera is controlled to view selected region. The key to 

this methodology is to show the user an arbitrary cctv video whose ptz value is known and to get 
user to indicate where the region is. Then with this information the unknown parameters like the 

height of the installed cctv, the vertical field of view(FOV) and the horizontal field of view is 

acquired. 
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Figure 2.  The map concept indicating the monitored region 

 

2.1. Estimation of Unknown Parameters 
 

Unknown parameters are the installation height of the camera, the vertical FOV angle of the 

camera and the horizontal FOV angle of the camera. The vertical FOV of the camera represents 

the vertical angle of view of the camera lens, and the horizontal FOV represents the horizontal 
angle of view. Overall parameters are illustrated in figure 3. In figure 3, the monitored area is 

represented as a trapezoid, which means that the farther area shows the wider area on the map 

because the camera has a constant FOV angle. and the horizontal FOV represents the horizontal 
angle of view. In addition, the other unknown variables are the ptz values. In order to find all 

these unknowns, the method controls the camera with a certain pan, tilt value with zoom level 1 

in the system and then shows the image to the user. 
 

 
 

Figure 3.  Parameters related to viewing a region 

 

The user indicates which area on the map corresponds to the area visible in the video. When the 
user indicates the area, it means that the distance of the monitored area from the camera and the 

horizontal length of the monitored area are known. This is shown in the figure 4. The length d1 

corresponds to the distance from the camera to the nearest position shown in the image, and w1 
corresponds to the horizontal distance of the nearest horizontal line. In fact, the given values are 

the coordinates of the four vertices of the trapezoid, which can be used to know d1, d2, w1, and 

w2. From the know values, the unknows h, α and β can be found by using following equations. In 
equation, φ means tilt angle of the camera. 
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Figure 4.  Dimensions of selected trapezoid region 

 

β = 2*arctan(w2/d2/2)    (1) 

 

d1 = h*tan(φ - α/2)    (2) 
d2 = h*tan(φ + α/2)    (3) 

 

The values h and α are acquired by solving the system of equations. This process is repeated three 

to four times and is determined by averaging the h, α and β values obtained in each case. 
 

2.2. Calculation of Ptz for Region Selected by user 
 

Since h, α and β values are obtained in the forgoing process, when the user wants to control the 

area using the GUI tool, the system can determine how to adjust the ptz values to steer the area by 

the equations from (5) to (7). The parameters related to calculation are drawn in the figure 5. The 
d1 represents the distance from the camera to the nearest point of selected region and w3 is the 

shorter width of the trapezoid. The θ is the delta pan angle to be added to the initial pan angle. 

The objective parameters are p2, t2 and zoom. 
 

θ=arccos((x1*y1+x2*y2)/norm((x1,y1))/norm((x2,y2))   (4) 

 
p2 = p1 + θ     (5) 

 

t2 = arctan(d3/h) + α /2     (6) 

 
zoom = 2*d3*tan(β /2) / w3    (7) 
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Figure 5. Calculation of ptz for selected region 

 

3. SIMULATION RESULT 
 
In order to implement the proposed methodology, the camera is installed in the office. In general, 

the ptz camera is installed upside down on the pole and is developed to look downward. Since the 

equipment for mounting the camera is very expensive, the simulation assumes that the office 

ceiling is the ground. Figure 6 shows the appearance of controlling ptz. 
 

 
 

Figure 6. PTZ control result 

 

4. CONCLUSIONS 
 
As the importance of the integrated control center increases, how to effectively use the control 

information becomes important In addition to displaying a simple location of cctv on the map, 

recording information on which areas are being controlled can also improve control efficiency. 

This becomes possible in existing system using proposed method.  In this paper, we presented a 
methodology that can display the control area without introducing additional equipment to the 

existing system through user’s supervised learning, and the methodology using a real camera. It is 

hoped that the proposal of this paper can improve the control efficiency. 
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