
 

Natarajan Meghanathan et al. (Eds) : CSEIT, CMLA, NeTCOM, CIoT, SPM, NCS, WiMoNe, Graph-hoc - 2019 

pp. 387-393, 2019. © CS & IT-CSCP 2019                                                               DOI: 10.5121/csit.2019.91330 

 
A NOVEL MACHINE LEARNING SYSTEM FOR 

SENTIMENT ANALYSIS AND EXTRACTION 

 

Osama Mohammad Rababah1, and Nour Alokaily2 

 
1Information Technology Department, The University of Jordan, Amman, 

Jordan 
2School of archaeology and Tourism, The University of Jordan, Amman, Jordan 

 

ABSTRACT 
 
The huge volume of online reviews makes it difficult for a human to process and extract all 

significant information to make decisions. As a result, there has been a trend to develop systems 

that can automatically summarize opinions from a set of reviews. In this respect, the automatic 

classification and information extraction from users’ comments, also known as sentiment 

analysis (SA) becomes vital to offer users the best responses to users’ queries, based on their 

preferences. In this paper, a novel system hat offers personalized user experiences and solves 

the semantic-pragmatic gap was presented. Having a system for forecasting sentiments might 

allow us, to extract opinions from the internet and predict online user’s favorites, which could 

determine valuable for commercial or marketing research. The data used belongs to the tagged 

corpus positive and negative processed movie reviews introduced by Pang and Lee[1]. The 
results show that even when a small sample is used, sentiment analysis can be done with high 

accuracy if appropriate natural language processing algorithms applied. 
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1. INTRODUCTION 
 

Sentiment analysis consists of the usage of language processing, text analysis, and computational 

linguistics to identify subjective opinion. Usually, the new data entries are compared to already 

classified samples, which belong to the same category.SA is the procedure of determining the 
polarity or intention of a written text [2]. 

 

According to[3], SA includes five steps to analyze sentiment data. The first step begins with data 
collection which consists of collecting data from user-generated content contained in blogs, 

forums, and social media networks. The collected data can be messy and expressed by different 

methods or by using different words, slangs, and context of writing. Manual analysis of such an 
enormous amount of data is not possible and exhausting. As a result, text analytics and natural 

language processing are used to mine and classify the data. Secondly, is the text preparation step, 

that is consists of cleaning the extracted data before analysis. Non-textual contents and contents 

that are unsuitable for the study are documented and detached. The third step is emotion 
detection, in which the extracted sentences of the reviews and opinions are scrutinized; sentences 

with individual expressions are retained, and sentences with objective communication are 
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discarded. The fourth step is sentiment classification where personal sentences are classified in 

positive, negative, good, bad, like, dislike, but classification can be made by using multiple 
points. Finally, it is the presentation of the output step where the key objective of sentiment 

analysis here is to transform unstructured text into meaningful information. At the end of the 

study, the test results are displayed on graphs. Also, time can be analyzed and can be graphically 
displayed a sentiment timeline with the chosen values of frequency, percentages, and averages 

over time [2]. 

 
The efficient auto-summarization of texts is a separate field of study in the computational 

linguistics community. One of its main goals is to offer users a way to access the content of their 

interest in a quicker and more efficient way [3]. SA, on the other hand, aims to be able to divide 

correctly text data into categories based on the opinions the authors expressed about particular 
issues, using natural language. To be able to offer personalized user experiences, these two fields 

can be analyzed holistically [4]. The novel system proposed in this article does that by merging 

an auto-summarization algorithm with a sentiment analysis algorithm and examining the results 
using the relevant metrics. 

 

Accessing and searching reviews is frustrating when users have an imprecise idea of the product 

or its features and they need a recommendation or a close match. Keyword-based search does not 
usually provide good results, as the same keywords can appear in both good and bad reviews[5]. 

Another challenge in understanding studies is that a reviewer’s general rating might be dedicated 

to the product features in which might not be of interest to the user searching. Additional 
challenges include having the sentiment word with an opposite meaning in a particular domain. 

Sarcastic sentences may violate the meaning of sentences; therefore, close attention to the words 

used in such sentences is needed. Other issues include when people write a word in different 
means which may not give us an indication that it is the same word. People's methods of 

expression can be inconsistent while most of the traditional text processing methods hang on the 

fact that a minor variance between two pieces of text doesn't alter the meaning. 

 
This paper is prearranged as follows. Section 2 is a literature review of relevant work. Section 3 

gives an overview of the methodology we adopt for this research article. Sections 4 and 5 present 

test cases and results obtained by running the novel system. Finally, Section 6demonstrates the 
conclusion. 

 

2. STATE OF ART 
 

The term SA first appeared in [5]. However, the research on sentiments appeared earlier [6]-[10]. 
The literature on SA focused on diverse fields, from computer science to management sciences, 

social sciences and business due to its importance to various tasks such as subjective expressions 

[11], sentiments of words [12], subjective sentences [13], and topics [5] [13] and [14]. 
 

SA can be approached in different manners, either by categorizing data into two groups: positive 

or negative[15] or by using numerous intermediary classes, such as the multiple stars reviews [1]. 

The sentiment classification approaches can be classified into machine learning, lexicon-based 
and hybrid approach [16]. 

 

The increase in new categories of online information also changes the type of summarization that 
is of interest. Summarization has newly been combined with work on SA [17]-[19]. Given the 
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numerous different reviews that one can find on the web, the problem is to identify common 

opinions. Some of the approaches that have been tried so far include: determining semantic 

properties of an object, defining the intensity of an opinion, and determining whether opinion is 
important. In this paper, we present a novel system that was uniting an auto-summarization 

algorithm with a SA algorithm to increase personalized user experience. 

 

The auto-summarization of texts was done using the tools offered by the NLTK toolkit 
(NLTK.org) [20], which provide the opportunity to tag sentences syntactically and calculate word 

frequencies and perform stop word elimination, by using the pre-defined English corpora. 

 

3. A NOVEL SYSTEM ARCHITECTURE 
 

The figure below shows the system flowchart. The auto summarization consists of 6 steps which 

start from the original text document that is given as an argument (step 1) and generate a 

summary of that text by selecting the n most relevant sentences (where n is a user-defined 
variable) (step 6). Steps (2) to (5) encompass of sentence tagging and word frequency and 

relevance calculations. 

 
The tagged texts are handled and then handed to a naïve Bayesian classifier, along with their tags 

as training data. Once the classifier has been trained, new observations are given for 

classification. Figure 1 shows the steps of auto-summarization and Sentiment analysis. 

 

The measures used to scale the performance of the sentiment analysis were as follow: 

 

The sensitivity or the true positive rate and sometimes called recall, measures the 

proportion of positives that are correctly identified. Recall is calculated as below: 

      

 True Positives / TruePositives + FalseNegatives. 

 

The precision or the positive predictive value is the fraction of relevant retrieved 

instances such as the percentage of negative restaurant or movie reviews that are truly 

negative. Precision is calculated as below: 

   

True Negatives / TruePositives + FalsePositives. 

 

Accuracy is defined as the closeness of agreement between the result of a measurement 

and a true value [21]. Accuracy is calculated as below: 

     

True Positives + True Negatives / TruePositives + FalseNegatives+ 

  

  TrueNegatives + FalsePositives 

  True positives: positive comments correctly identified as positive. 

  True negatives: negative comments correctly identified as negative.  

  False positives: negative comments incorrectly identified as positive. 

  False negatives: positive comments incorrectly identified as negative. 
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The values that were found for each of these meters are shown and discussed in the 

results section of this paper. 

 

 
 

  Figure 1.Systemflowchart. 

 

4. SYSTEM TESTING 
 

Five different forms of test cases were used: 
 

 No Proc process which uses the original texts of the comments for both 

training and classification, with the dataset divided 20%/80%. 

 Min Proc process only eliminates punctuation and uppercase letters, still uses 

the original complete textual comments for classification. 

 Sum on Sum where all comments are summarized first and then they are used 

for training the Bayesian network and testing (again the 80%/20% ratio was 

used for the classification/testing). 

 Sum on full where the Bayesian network is trained with the full text of the 

comments and the summaries are given as new items to be classified. 

 Full on Sum where the Bayesian network is trained with the text of the 

summaries and the full textual comments texts are used for classification. 

 
The 20%/80% ratio for training vs. classification was respected for all test cases, and no text 

was used for both training and testing (a summary of a text is considered the equivalent of the 
original text in this regard). 
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5. RESULTS 
 

The results found from running the system for each of the test cases shown below. 

 
 

Figure 2.Complete value set for all test cases. 

 

 
 

Figure 3. Accuracy depending on the test case 

 
Table 1.Numeric values for all the test cases. 

 

 Precision Recall Accuracy 

Sum on Full 0.15 0.75 0.55 

Sum on Sum 0.55 0.65 0.63 

Full on Sum 0.4 0.84 0.66 

NoProc 0.58 0.74 0.69 

 

As shown in Table 1 and Figure 2  the best metrics were the Sum on Sum, Min- Proc, and 

NoProc, the top accuracy were NoProc and MinProc. Also, it's clear from Figure 3,  the best 

accuracy was the NoProc and MinProc. Moreover, in contrast with the other metrics, accuracy 
has the minimum variation. 
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6. CONCLUSIONS 
 

After running the system, results shows accuracy is improved when texts of the same type are 
used for training and testing. However, the accuracy of the system does not vary greatly between 

test cases—as opposed to the other metrics. Furthermore, there was no change in the results found 

for texts that were not processed and the ones that had undergone minimal processing; showing 
polarity were not influenced by the usage of upper case vs. lower case or punctuation signs. 

The precision drops radically when the system is trained with different types of texts than the 

trained with (Sum on Full and Full on Sum test cases), the explanation being the same as the one 

for the accuracy drop. As further developments for the proposed system, the following directions 
could be investigated: 1) Variation of the number of sentences in the summaries depending on the 

length of the original text—assuring that the length of the original text does not affect the training 

algorithm; 2) Extra processing methods could be added to the algorithm, such as stemming and 
stop word elimination, and the results should be reexamined to determine if the performance 

metrics improve for the mix test cases—Sum on Full and Full on Sum. 
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