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ABSTRACT 

 
We propose a dataset in Arabic language for automatic keyphrase extraction algorithms. Our 

Arabic dataset contains 400 documents along with their keyphrases. The dataset covers 

eighteen different categories. An evaluation using a state-of-the-art algorithm demonstrates the 

accuracy of our dataset is similar to that of English datasets. 
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1. INTRODUCTION 

 
Automatic keyphrase extraction aims to extract a set of phrases that are highly relevant and most 

descriptive phrases for the input text. The process of extracting keyphrases is achieved 

systematically and with no or minimal human interference.  Keyphrase extraction algorithms 

mine the data corpus to extract important phrases and label the documents with these phrases. To 

verify the accuracy of the extraction algorithms, datasets are used. These datasets contain training 

and test documents along with the keyphrases representing the content of each document.  

 

For the English language, there are many verified datasets. To illustrate some examples, there is 

Reuters Dataset [1] which contains more than 20,000 of documents with focus on text 

classification field. Also, the work presented in [2] prepared a large dataset consists of 2000 text 

from scientific papers. Additionally and on the same field of scientific papers, there are datasets 

submitted for the Workshop on Semantic Evaluation 2010 (Sem-Eval 2010) [3]. These datasets 

are tailored for machine-learning automatic keyphrase extraction algorithms. 

 

For the Arabic language, we didn’t find any published datasets that target the area of Arabic 

keyphrase extraction. However, we did find some related research including the human annotated 

Arabic dataset which provides annotation on books reviews [4]. Also, the work in [5] describes a 

corpus that classifies newspaper text into seven domains. Whereas the work in [6] explains a 

dataset with more than 17,000 texts with focus on text classification problem.    
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In the few proposed algorithms for keyphrase extraction in Arabic, the number of documents used 

to experiment with the algorithm was small as mentioned in the respective publications. For 

example, KP-Miner [7] used a set of 100 Wikipedia documents where the algorithm proposed by 

El-Shishtawy [8] used a dataset consisted of 50 documents.  

 

The main contribution of this work is the new Arabic dataset we have prepared. Below we 

explain the sources for the articles and the methodology used to create the dataset. 

 

2. ARABIC DATASET 

 
This section explains the sources for the articles and the methodology used to create the dataset. 

Our dataset contains 400 documents distributed on 18 different categories. 

 

2.1. Sources 

 
We have collected the documents from two sources: Arabic Wikipedia [9] and King Abdullah 

Initiative for Arabic Content [10]. 

 

• Arabic Wikipedia: is the main source of articles used in creating this dataset. Arabic 

Wikipedia contains more than 198,349 pages.  For our goal, we obtained 365 articles 

from Wikipedia. Out of the 365 articles, approximately 200 articles were obtained from a 

previous work by Shaaban [11] where the rest were collected using BzReader [12]. 

BzReader is an application that allows offline browsing of the Wikipedia dump files and 

displays the text-only version of Wikipedia pages 

 

• King Abdullah Initiative for Arabic Content: is an initiative aims to enrich the Arabic 

content on the internet after noticing the small percentage of Arabic content. According 

to this initiative, the percentage of Arabic digital content does not exceed 0.3% out of the 

world content composed of other languages. For our goal here, we obtained 35 articles 

with focus on medical topics. 

 

2.2. Selection and organization 

 
The corpus covers different knowledge areas like religion, history, geography, technology, 

sciences, sports…etc. Selecting the documents from different fields would help future automatic 

keyphrase extraction algorithm to cover general domains and not be tied to a specific domain like 

scientific papers. These documents vary also in size from 1 to 30 pages. The total number of 

words in these documents ranges approximately from 172 to 17,589 words. The number of words 

in the whole dataset is 1,708,168 words distributed on 288,191 lines. The documents are saved in 

text files with the extension (.txt) as Unicode format UTF-8.  

 

The largest category with regard to number of documents is the people category with 59 

documents where the smallest one is the food category with 3 documents. We also calculated the 

density percentage defined as the average number of words per file in each category. This 

measure shows the richness of a certain category based on the longest files they have and not 

based on the number of documents under that category. When calculating the density score, 

countries category scored the highest with 7,366. The next highest category is religion with 5,960 

average words per file. This category contains 16 files. In this measure, food category scored last 
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with 1,233.  For the health and medicine category, the density score is 1,950, which is very small 

comparing to the number of files (51).  

 

The largest file in the Arabic dataset is from the history category and it is about the Ottoman 

Empire ( العثمانية الدولة ) with 17,589 words and 3,094 lines. The smallest file belongs to the 

environment category and it discusses radioactive pollution (التلوث ا�شعاعي) with 172 words and 

32 lines.  

 

Table 1 shows the 18 categories we have chosen to use for the categorization of the files in our 

dataset. It also shows the sub-categories, the number of files, the total number of words, the total 

number of lines, and the density percentage in each category. 

 
Table 1.  Distribution of the documents in the Arabic dataset. 

Category Sub-Category Number of 

Files 

Number 

of lines 

Number 

of words 

Density 

History History 39 32,976 4,991 49.9% 

Culture Culture, Social, 

Cloths, Language, 

Buildings, palace, 

Festival, Flags 

22 15,615 4,172 41.7% 

Countries Country, City 58 73,757 7,366 73.7% 

Aviation Airplane, Airport, 

Air Machine 

5 1,954 2,450 24.5% 

Health & 

Medicine 

Health, Medicine, 

Medical 

51 16,605 1,950 19.5% 

Animals Animal, Dinosaur, 

Zoology 

29 26,606 5,459 54.6% 

War Battles, War 

Machines 

21 8,460 2,459 24.6% 

Technology Technology, 

Software 

Engineering 

12 8,631 4,237 42.4% 

Sciences Chemistry, 

Electricity, Energy, 

physics, Law 

11 6,136 3,165 31.6% 

Economy Company, 

Economy 

10 4,310 2,556 25.6% 
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Environment Environmental 

Issues, Pollution 

12 4,904 2,353 23.5% 

Space Space 20 10,621 3,258 32.6% 

Entertainment Fiction, Movie, 

Music 

12 7,418 3,766 37.7% 

Food Fruit 3 624 1,233 12.3% 

Geography Geography, 

Mountain 

8 2,696 1,989 19.9% 

People People 59 45,400 4,698 47.0% 

Religion Religion 16 16,400 5,960 59.6% 

Sports Sports 12 5,078 2,577 25.8% 

 

2.3. Cleaning Up 

When converting from Wikipedia pages to text format using BzReader, some clean-up for the 

format was needed. The clean-up process included removing some text that may confuse the 

readers or make the articles hard to read. Text that was generated due to the conversion from 

HTML/ Rich text format was eliminated. This includes place holders of graphics, sounds, and 

videos. To illustrate this point by an example, if the article contains several images, then the word 

(png) or (jpg) will be repeated several times in the text version of the article. Hence, this will 

increase the chance of selecting (png) or (jpg) as a keyword. This is because many of Keyphrase 

Extraction algorithms e.g. KEA [13] and KP-Miner [7] use term frequency as a factor when 

selecting candidates for keyphrases. The clean-up process included Wikipedia tables, side images 

captions, some references ...etc. 

 

2.4. Manual Keyphrase Extraction 

All documents were assigned to six readers to read and extract 10 keyphrases from each file. 

These keyphrases are stored in separate files with '.key' extension. This format is the one used by 

KEA and some other Automatic Keyphrase Extraction tools. In the '.key' files, each row 

represents a Keyphrase. They are sorted based on their importance in the article from high 

importance to low importance. The '.key' file name is matching exactly the ‘.txt' file. This is done 

to help the algorithm to locate the files in the training phases and help in organizing the dataset. 

 

2.5. Keyphrase Verification 

The final step in the methodology of preparing the Arabic dataset is the verification step. It 

included proofreading the articles and adjusting or concurring with the extracted keyphrases. This 

step also included reviewing and correcting the spelling mistakes, the number of keyphrases, and 

the '.key' files format. 
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As part of this work, the dataset was made available for future work related to Arabic keyphrase 

extraction. The dataset can be found at this link: https://github.com/logmani/ArabicDataset. 

 

3. EVALUATION OF THE DATASET 

 
To evaluate of the quality of our dataset, we conducted an evaluation using KEA, which is one of 

the most worked on algorithms in the area of keyphrase extraction. In our evaluation, we trained 

KEA using 300 documents, and our test set contained 100 documents. The F-measure (F-score) 

on our dataset was 19% which is very close to the results reported on [2] which was 19.08%. 

Furthermore, we ran KEA using the English dataset prepared in [3] and we found out the F-score 

was 15.3%. Hence, the quality of our dataset can be used reliably in future work related to 

keyphrase extraction algorithms. Table 2 shows a summary of our experiment on the Arabic 

datasets including the values of exact matching measure, precision, and recall. 

 
Table 2. Summary of results obtained for the Arabic dataset. 

 

Measure Results on Arabic Dataset 

Exact Match 189 

Precision 18.9%  

Recall 19.1% 

F-Score 15.3% 

 

4. CONCLUSIONS 

 
In this research work, we prepared and presented an Arabic dataset for automatic keyphrase 

extraction. The dataset contains 400 documents along with their correspondence 400 keyphrases 

files.  The dataset is publicly available for future automatic keyphrase extraction research on 

Arabic language. The evaluation showed that the quality of the dataset is reliable to be used in the 

future. 
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