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ABSTRACT 

 

Nowadays we can observe the change of the structure of energy resources, which leads to the 

increasing fraction of a renewable energy sources. Traditional underground coal mining loses 

its significance in a total but there are countries, including Poland, which economy is still coal 

based. A decreasing coal resources imply an exploitation a becoming harder accessible coal 

beds what is connected with the increase of the safety of the operation. One of the most 

important technical factor of the safety of underground coal mining is the diagnostic state of a 

longwall powered roof support. It consists of dozen (or hundreds) of units working in a row. The 

diagnostic state of a powered roof supports depends on the diagnostic state of all units. This 

paper describes the possibility of unit diagnostic state analysis based on the biclustering 

methods.  
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1. INTRODUCTION 

 

In a coal mining industry – similarly as in the case of other industry branches – the growth of 

monitoring systems application. Initially, monitoring systems were designed just for the purpose 

of data acquisition and presentation is being observed. Over time, their abilities were extended in 

the direction of simple dangerous situations recognition and finally – to the advanced machine 

diagnostic state analysis and its prediction for the nearest future.  

 

Longwall systems are the basis of the coal mining, because the longwall is the place in the 

process of mining from which we can say about the output. Mechanised longwall systems consist 

of longwall shearer (which tears off the output from the rock), longwall conveyor (transports the 

output from the longwall to the heading) and units of powered roof support (prop the roof after 

mining the output). 

 

Longwall systems are very interesting objects from the collected data point of view. Its most 

important part is a power roof support. Its primary task is to protect the other elements of the 

longwall system, especially the coal shearer which is an essential part as of a coal mining 

process, not to mention the protection the workers from the falling rocks. Power roof support 

consists of units. In a particular moments of time – after shearer takes the another part of the 
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longwall output – each unit has to move in the direction of the whole longwall face advance 

(treading), protecting the rock material, exposed by the shearer, from collapsing. 

 

Unequal propping can be caused by leaks in the hydraulic system (pipes, valves) or leaks in legs 

of the unit. To long times of treading can point the wrong diagnostic state of the unit or be caused 

by the wrong usage (so called: moving with the contact of roof-bar with the roof). It is also 

dangerous to perform the treading too long as the roof is not propped. So it can be stated that the 

safety of coal mining is determined by the diagnostic state of all parts of the longwall mining 

system, including the diagnostic state of all units of power roof support. 

 

In this article the ability of adaptation of biclustering method for the purpose of the analysis the 

data from longwall monitoring systems is presented. The paper is organized as follows: it starts 

from the brief description of monitoring systems with a special consideration of underground coal 

mining monitoring system is presented. Than the description of a construction, the role and a 

working cycle of a powered roof support is presented together with the proposed monitored  (and 

extracted) parameters. Next part presents a wide group om continuous and binary data  

biclustering methods. The paper ends with application of an OPSM biclustering algorithm for the 

real data. 

 

2. MONITORING SYSTEMS 

 

Nowadays, software producers and monitoring systems users point the need of analysis of the 

data, collected in repositories of these systems. In particular, the definition of diagnostic models 

of monitored devices can be a goal of this analysis [8]. The process of a diagnostic model 

identification can be carried out by planned experiments or on the basis of a data from the past 

device operation. In a specific situation, when there are no data describing an improper state of 

the machine it is possible to develop a model describing only the proper state of the machine and 

treat the deviation from the model as the possibility of improper machine state [11]. 

 

The problem of a monitoring and diagnosing of a coal mine industry devices was raised recently 

in [1][4][7][11][12][17]. These topics are presented widely and review in [23]. In these works 

also new methods of extraction and processing of new diagnostic features in new diagnostic 

relations discovering are presented. Especially in [1] the diagnostic of conveyor belts is 

described. In [18] a current consumption and a temperature of  roadheader cutting head. On the 

basis of these parameters three roadheader working states were defined. Two of them described 

different but correct underground mining conditions. In this paper also the parameter reflecting 

the roadheader cooling system efficiency was defined.  

 

Longwall conveyors diagnostic was an aim of the following works [4][7][12]. In  [4]the way of 

conveyor chute failures detection on the bottom side of a conveyor was presented. On the basis of 

the conveyor engines power consumption analysis the failure was detected with an accuracy to 

the one unit. In [7] the complex subassemblies management system was proposed, which allows 

to generate operational and analytical reports as well as summary statements. In [12] a harmonic 

analysis was used for the prediction of a diagnostic state of longwall conveyor chain. 
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3. BICLUSTERING 

 

Biclustering is the problem of unsupervised data analysis, where we are grouping scalars from the 

two-dimensional matrix. It called also as co-clustering, two-dimensional clustering or twomode 

clustering. This approach has been started in 70's in the last century [6] and is successfully 

applied in bioinformatics [3][15][21]. The idea of biclustering is to find in a matrix a subset of 

colulmns and subset of rows, which intersection gives a submatrix of cells with similar (or the 

same) values. 

 

In the literature there are a lot of algorithms of biclusters induction. In [3] authors define bicluster 

as a subset of rows under subset of columns, for which calculated parameter (mean squared 

residue score) is below threshold defined by the user. The minimum value of the considered 

parameter is 0. The algorithm consists of two steps. Initially the rows and columns are removed 

from input dataset, until the value of mean squared residue score is below assumed level. Then 

rows and columns, which were removed during the first step, are added to obtained in the 

previous step submatrix until its score fulfils the criterion of being bicluster. After each iteration, 

the founded bicluster has been hidden with random values. The extension of this algorithm 

proposed in [22] allows to avoid noise among input dataset, which was a consequence of masking 

discovered biclusters.   

 

The Order Preserving Submatrix Algorithm was presented in [2]. The bicluster was defined as 

subset of rows, which preserves linear ordering across subset of conditions. The set of valid 

biclusters is identifying by algorithm based on stochastic model. This idea was also evolved in 

[9]. 

 

The algorithm X-Motif is dedicated to the extraction of conserved gene expression motifs from 

gene expression data and has been proposed in [14]. Bicluster is defined as subset of genes, 

which expression level belong to the same state across subset of conditions. The states are 

assigned to genes during preprocessing step. In order to find multiple biclusters an algorithm is 

running in an iterative way. Each iteration starts from different initial sets. 

 

There exists also methods of biclustering dedicated for matrices with the binary values. Bimax 

[16] uses a simple divide-and-conquer approach for finding all inclusive maximal biclusters for a 

given minimal number of rows and columns. Bicluster, which is maximal in the sense of 

inclusion is defined as not entirely contained in any other bicluster. Such assumption allows to 

exclude from analysis individual cells equal to one, which can be considered as a single 

biclusters, however they provide no important information.  

 

BicBin [20] is an algorithm dedicated for binary sparse matrices. It consists of three main 

components: the score function to evaluate a submatrix, the search algorithm to restrict the search 

space of all possible submatrices and an algorithm used to extract all biclusters in an ordered way 

from a dataset. BicBin is dedicated for finding inexact biclusters. Each run of BicBin may give 

different results, because algorithm finds set of random biclusters, which fulfil its restrictions and 

cover all ones in dataset. 

 

A novel approach of the binary matrix biclustering is based on the rough sets theory [13] where 

non-exact biclusters are defined as the ordered pair of biclusters called a lower and an upper 

approximation. The lower approximation is the exact submatrix of the given one and the upper 
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approximation is non-exact matrix that is the superset of a given one. The algorithm is hierarchic 

similarly as the Ward clustering algorithm and it starts from the previously generated set of exact 

biclusters [19]. In every step two rough biclusters can be joined if the intersection of their lower 

approximations is nonempty. The generalisation of the data description allows to limit the 

number of final biclusters assuring the assumed level of the description accuracy. 

 

The analogical hierarchical strategy can be also applied for classical biclusters (not considered as 

the rough bicluster) and was presented in [10]. 

 

4. POWERED ROOF SUPPORT 

 

The final safety of operations in a coal mine is dependent on several components: a human factor, 

natural influence, a technical reasons and – of course – from the unexpected circumstances. A 

technical operating conditions are an object of interest of multiple monitoring systems [7]. The 

most common monitored signal is the pressure in the leg (legs) of the section, which reflects the 

real strength of propping the roof. 

 

A single section of a powered roof support  consists of one or more hydraulic prop (legs), which 

holds up an upper part of the section (roof-bar). A section has also and hydraulic shifting system, 

which is responsible for shifting the unit with the longwall advance simultaneously. Most of the 

time the unit props the roof, assuring the safety of mining, but after each shearer run it moves to 

prop the newly bared roof. A single unit is presented on the Fig. 1. 

 

 
Fig. 1 Single unit of powered roof support (www.joy.com). 

A typical unit working cycle will be presented on the real – 6000 seconds long – observation of 

the pressure in one of the two-leg unit, shown on the Fig. 2. As it can be observed, it is common 

situation when two legs are propping the roof-bar with different force (they have different 

pressure levels in legs). 
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Fig. 2 A real time series of pressure in two legs of the unit. 

A typical powered roof support unit working cycle can be divided into several phases. Starting 

from the moment of the beginning of unit shifting the following phases are named and described 

as follows: 

 

− treading,  

− spragging,  

− overbuilding,  

− pre-treading,  

− pressure lowering.  

 

For each of these phases some similar and some specific variables can be defined, for example: 

phase duration (for all phases), pressure increase speed (spragging, overbuilding), pre-treading 

dynamic type, pressure level equability. 

 

The analysis of the mentioned phase statistics requires a diagnostic information, or a diagnostic 

algorithm, that classified the moment of time (a value of a pressure) into a proper working cycle 

phase. Otherwise, it is not possible to analyse the whole data – each column representing a single 

second of powered roof support section work. Then some aggregation of the data must be 

performed. 

 

The time series, describing a single powered roof support unit that contains several legs, can be 

an average pressure level in legs or a difference between leg pressure levels. As an aggregate a 

multiple statistics can be taken into considerations, starting from a mean, maximal and minimal 

value. The way of data aggregation and a time of aggregation should be dependent on the goal of 

analysis. For example: using a minimum value in the aggregation time will help to detect a time 

slices when the section was in a treading phase.  
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5. EXPERIMENTS 

 

In this paper an application of biclustering methods for pressure level equability in legs of one 

powered roof support unit will be presented. Application of these methods will help to find a 

subset of sections which behave similarly in a selected period (or periods – the time interval does 

not have to be connected). On the basis of a real data, a procedure of diagnostic procedure will be 

presented. The real data describes the over 8 hours of over 100 sections of powered roof support 

work. Each section was a double-leg and a pressure level measurement was taken once in a 

second. On the Fig. 3 an average pressure of two legs is presented. Small values of the absolute 

difference are marked as white points. As the absolute difference increases the point color 

becomes more black. 

 

 
Fig. 3 Average pressure in two legs. 

The horizontal zigzag, starting at the 150th minute and ending at the 450th minute refers to the 

shearer passage and the sections treading. As it can be seen, each section was moved several 

times. Such small number of treadings does not allow to analyse phases durations. Instead, the 

pressure level inequality will become the goal of the analysis. 

 

The relative difference of a pressure levels was calculated with the following formula: 

 

��� =  
|���	 − ����|

min{���	, ����}
 

where ���	 and ���� are pressure levels in according legs. 

Due to the large amount of the data and a goal of data generalisation the aggregation time is set to 

60 seconds. As the point of the interest is a difference of a pressure levels the aggregation 

measure is maximal value of differences in one minute. 
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The definition of a difference for the pressure level allows to have infinities, as the division by 

zero is not forbidden. This situation occurs when one of the legs is not propping or there was an 

error in a measurement device or in a data transmission. The infinity can be easily replaced by 

750, which is higher than the highest absolute difference between legs pressure (equal to 70.4 

[MPa]). The interpretation of this replacement can be as follows: as only one leg props there is a 

maximal inequality.  

 

For the further analysis only a subset of sections and a period of time is selected: it will contain 

51 middle sections monitored during the middle 200 minutes (Fig. 4). 

 

 
 

Fig. 4 An aggregated maximal differences of pressure levels in units. 

A statistical description of the subset values is presented in the Table 1. The bicluster 0 means the 

whole data while the following ones are the selected biclusters generated with OPSM algorithm 

[5]. With the standard algorithm settings it generated 42 biclusters. Four of them are briefly 

described in the Table 1 and also presented on the Fig. 5. We can observe that the algorithm 

detected biclusters with the very high pressure level inequality. 

 
Table 1. Statistical description of real data and selected of generated biclusters. 

# min Q1 Q2 Q3 mean max std 
duration 

[min] 
sections 

0 0.000 0.036 0.085     0.200   20.278 750 103.823 201 51 

1 0.000 0.045 0.683 122.286 159.000 750 228.400 201 2 

3 0.000 0.053 0.372   85.428     9.667 750 197.493 182 4 

5 0.004 0.091 0.152   74.451     2.225 750 194.031 127 6 

11 0.020 0.100 0.157   62.837     0.386 750 207.416 38 12 
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Fig. 5 Four biclusters: 1st (upper left), 3rd (upper right), 5th (lower left) and 11th (lower right). 

5. CONCLUSIONS 

 

In the paper the application of biclustering technique for the off-line machine monitoring was 

presented. This simple example shows a possibility of building procedures for the purpose of a 

variety aspects of powered roof support monitoring and diagnosing. The presented approach does 

not exhaust the subject of finding biclusters in a longwall complex data. Future works in this area 

will focus on joining biclustering results with real improperities in the real data. 
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