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ABSTRACT 

 
Stock market data is a high dimensional time series financial data that poses unique 

computational challenges. Stock data is variable in terms of time, predicting the future trend of 

the prices is a challenging task. The factors that influence the predictability of stock data cannot 

be judged as the same factors may or may not influence the value of the stock all the time. We 

propose a data mining approach for the prediction of the movement of stock market. It includes 

using the genetic algorithm for pre processing and a hybrid clustering approach of Hierarchical 

clustering and Fuzzy C-Means for clustering. The genetic algorithm helps in dimensionality 

reduction and clustering helps to create feature vectors that help in prediction. 
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1. INTRODUCTION 

 
Time series refers to a sequence of data points, measured typically at successive points in time 

spaced at uniform time intervals. Time series are used in statistics, signal processing, pattern 

recognition, econometrics, mathematical finance, weather forecasting, earthquake prediction, 

electroencephalography, control engineering, astronomy, and communications engineering. Time 

series analysis comprises methods for analyzing time series data in order to extract meaningful 

statistics and other characteristics of the data. Time series forecasting is the use of a model to 

predict future values based on previously observed values. Time series data have a natural 

temporal ordering.  

 

Stock market prediction [1] is the act of trying to determine the future value of a company stock 

or a financial instrument traded on a financial exchange. Accurate predictions can help stock 

holders to invest further so as to gain profits from their investment, or sell their shares if there is a 

fall of market value. If more people want to buy a stock (demand) than sell it (supply), then the  
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Price moves up. Conversely, if more people wanted to sell a stock than buy it, there would be 

greater supply than demand, and the price would fall. Hence Stock prices change every day 

because of market forces such as “supply and demand”. Therefore stock data is a time series data. 

 

Stock market prediction is one of the most challenging tasks. Many approaches and studies have 

been undertaken to understand the attributes that influence the stock market[1] [2].  Accurate 

predictions can help stock holders to invest further so as to gain profits from their investment, or 

sell their shares if there is a fall of market value. Since the stock market has a random behavior, 

accuracy of the prediction matters most for the analysts. Although, there cannot be hundred 

Percent   accurate predictions, one can get the knowledge about the rise and fall.  Stock prices 

change every day because of market forces such as “supply and demand”. It is easier to predict the 

short term price movements than the other sectors of long term market [3]. All the factors that 

influence the stock price are not specifically known but, to some extent the  market value of short 

term stocks is usually influenced by structured data(price, trading volumes, accounting items) and 

unstructured data(financial news from newspapers, articles or internet). It is believed that it is not 

easy to predict how stock prices change, while certain statistical techniques on historical stock 

data can help to determine whether to buy or sell stock. But, stocks are volatile and can change in 

price rapidly [4].  

 

Data Mining, also popularly known as Knowledge Discovery in Databases (KDD), refers to the 

nontrivial extraction of implicit, previously unknown and potentially useful information from data 

in databases. While data mining and knowledge discovery in databases (or KDD) are frequently 

treated as synonyms, data mining is actually part of the knowledge discovery process. Data 

mining automates the detection of relevant patterns in a database, using defined approaches and 

algorithms to look into current and historical data that can then be analyzed to predict future 

trends. Because data mining tools predict future trends and behaviors by reading through 

databases for hidden patterns, they allow organizations to make proactive, knowledge-driven 

decisions and answer questions that were previously too time-consuming to resolve. 

 

The Knowledge Discovery in Databases (KDD) process is commonly defined with the following 

stages: 

 

(1) Selection 

 

(2) Pre-processing 

 

(3) Transformation 

 

(4) Data Mining 

 

(5) Interpretation/Evaluation. 

 

Selection refers to the collection of data required for the problem at hand. Data collected may be 

categorical data, numerical data, spatial data or temporal data. The raw data collected may be of 

high dimension, redundant, irrelevant, and may be prone to noise. 

 

Data preprocessing is a data mining technique that involves transforming raw data into an 

understandable format. Real-world data is often incomplete, inconsistent, and/or lacking in 

certain behaviors or trends, and is likely to contain many errors. Data preprocessing is a proven 

method of resolving such issues. Data preprocessing prepares raw data for further processing. 
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Transformation of data includes dimensional reduction techniques like feature selection and 

feature extraction. How many features and what kind of features should be used, can be a difficult 

problem. There is much noise and redundancy in most high dimensionality, complex patterns.  

Therefore, it is sometimes difficult even for experts to determine a minimum or optimum feature 

set. The objective of these approaches is to find a reduced subset among the original N features 

such that useful class discriminatory information is included and redundant class information 

and/or noise is excluded.  

 

Feature Selection is the task of finding the “best” subset of features from the initial ‘N’ features in 

the data pattern space. Feature Extraction defines a transformation from pattern space to feature 

space such that the new feature set used gives both better separation of pattern classes and 

reduces dimensionality. Thus feature extraction is a kind of feature selection, but also includes a 

space transformation. Feature extraction is a superset of feature selection; feature selection is a 

special case of feature extraction (feature extraction with the identity transformation). 

 

Data mining uses two main core tasks clustering and classification. Clustering is an automated 

process to group related records together. Related records are grouped together on the basis of 

having similar values for attributes. This approach is an exploratory technique because it is not 

necessary for the end-user/analyst to specify ahead of time how records should be related 

together. In fact, the objective of the analysis is often to discover segments or clusters, and then 

examine the attributes and values that define the clusters or segments. 

 

Classification is similar to clustering in that it also segments records into distinct segments called 

classes. But unlike clustering, a classification analysis requires that the end-user/analyst know 

ahead of time how classes are defined. For example, classes can be defined to represent the 

likelihood that a customer defaults on a loan (Yes/No). It is necessary that each record in the 

dataset used to build the classifier already have a value for the attribute used to define classes. 

Because each record has a value for the attribute used to define the classes, and because the end-

user decides on the attribute to use, classification is much less exploratory than clustering. The 

objective of a classifier is not to explore the data to discover interesting segments, but rather to 

decide how new records should be classified. 

 

Interpretation and Evaluation refers to the tasks of validating the results obtained through the data 

mining tasks. 

 

In this paper we propose the use of both data mining techniques clustering and classification for 

predicting the rise or fall of stock data. The rest of the paper is organized as follows. Section 2 

outlines the related work in this area. Section 3 gives a detailed account of proposed algorithm. 

Section 4 depicts the experimental results. Section 5 concludes the paper with direction for future 

enhancements. 
 

2. RELATED WORK 

 
Brown et. Al and   Jennings et. Al [16] [17] proposed two types of stock market analysis. First, 

the fundamental analysis derives stock price movements from financial ratios, earnings, and 

management effectiveness. Second, the technical analysis identifies the trends of stock prices and 

trading volumes based on historical prices and volumes.  

 

There are no specific ratios that contribute to the prediction. Various ratios calculated on the stock 

data are present that is derived by each analyst according to his or her observation. Hence using 

only limited ratios may omit an important factor that implies the most on the prediction. In the 

project, the historical data along with the earnings and trading volumes is considered. 
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 Lin et al. [18] have proposed a method based on structured data such as price, trading volume 

and accounting items for stock market prediction. However, it is much more difficult to predict 

stock price movements based on unstructured textual data such as financial news published on the 

newspapers or Internet.  

 

The textual data in the form of financial news and stock quotes require very high effort of 

fetching for some terms that are likely to be used by the companies in their documentation. After 

the searching is done the frequency is to be maintained and the contribution level of each word to 

the outcome is to be considered. This is very tedious and hard to implement. Hence historical 

structured data which is primarily made up of categorical data is considered. 

 

Schumaker et.al [19] used news articles to predict stock prices. Another kind of unstructured 

textual data is gathered from financial reports, which contain not only textual data but also 

numerical data. The numerical data provides quantitative information and the textual data 

contains a large amount of qualitative information related to the company performance and future 

financial movements.  

 

The research of Kogan et al. [20] explains that using the quantitative and qualitative information 

can improve the prediction accuracy. The words that are to be searched in the document are not 

standard and are left to the user or analyzer’s choice and observations. 

 

Though the combined effect of numerical and textual information provides more accuracy of 

prediction, the difficulty of implementation is observed and not included. 

 

Genetic algorithm is used for feature selection and classification by Pie et.al [5]. Two approaches 

are elaborated, where Genetic algorithm is combined with the KNearest - Neighbor decision rule 

(GA/KNN) and a production decision rule (GA/RULE). The computational cost of the GA/KNN 

method was very high and required parallel or distributed processing to be attractive for large, 

high-dimensionality problems. As an Improvement, GA/RULE was used. The objective of the 

GA/RULE approach was to find an optimal transformation that yields both the lowest error and 

smallest feature set. The results of experiments proved that GA/RULE required substantially 

fewer computation cycles to achieve answers of similar quality as that of GA/KNN. The test 

results obtained showed that GA/RULE outperformed the standard KNN method in every case, 

and its performance approached the hybrid GA/KNN method in most cases. The problems faced 

where that the sample (training) dataset needs to be representative, and it must also be large 

enough to allow for effective training. Otherwise, it will allow ‘false’ rules to be induced. 

 

Since stock data is of high dimension, the GA/RULE method can be used for feature selection 

and extraction. Since the GA/RULE works best on binary data, an approach to convert the 

categorical data to binary is to be considered. 

 

Many stock prediction methods based on SVM have been proposed in [21]. The SVM-based 

predictive models are developed with different feature selection methods from ten years of annual 

reports. The results showed that document frequency threshold is efficient in reducing feature 

space while maintaining the same classification accuracy compared with other feature selection 

methods. Furthermore, the results showed the feasibility of using text classification on current 

year’s annual reports to predict next year’s company financial performance, namely the return on 

equity ratio.  

 

A clustering approach for stock market prediction [6] was experimented with a hybrid approach 

using Hierarchical Agglomerative clustering and the K-means algorithm which was named as 

HRK. Both numerical and textual information from historical financial news and stock quotes 

were considered.  The proposed method consists of three phases. First, each financial report was 
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converted into a feature vector and the hierarchical agglomerative clustering method was used to 

divide the converted feature vectors into clusters. Second, for each cluster, K-means clustering 

method was applied recursively to partition each cluster into sub-clusters so that most feature 

vectors in each sub cluster belong to the same class. Then, for each sub-cluster, the centroid was 

chosen as the representative feature vector. Finally, the representative feature vectors were 

employed to predict the stock price movements.The experimental results showed that it 

outperformed SVM in terms of accuracy and average profits. The total average profit of 10 

industry sectors of HRK is 3.95%, while the total average profit of SVM is 1.46%. The HRK 

outperformed SVM to produce 73% accuracy. 

 

 From the above survey conducted, we drove to the conclusion of using only the categorical data 

from the historical stock data. A model is to be developed where the production rule based system 

(GA/RULE) can be used for finding the best rules to predict the stock price movements. The rules 

generated can be further combined with genetic algorithm for dimensionality reduction of the 

historical data considered. After the dimensional reduction, the data is given to a hybrid clustering 

approach that uses hierarchical agglomerative clustering and fuzzy C-Means or Hierarchical 

Agglomerative Clustering and K-Medoids clustering. Two hybrid approaches are used for 

comparative analysis. And the end result would be the accuracy of the prediction. 
 

3. PROPOSED METHOD 
 

The proposed work works in three phases – Data collection, Preprocessing, Dimensionality 

reduction and Clustering. A detailed outline of these phases is given below. 

 

3.1 Data Collection 

 
A company’s financial data of five years is considered.[7] The five years data is divided into 

training data set which is of three years and testing data set which is of two years. The data should 

have a predefined class label for each row. ‘1’ indicates that there is a rise and ‘0’ indicates fall of 

stock value. 

 
3.2 Pre-Processing 

 
The training data set is pre processed to remove the row and column heading that is the date and 

the attribute names. Columns having empty value for each row are removed. The copy of this 

data is saved for future use. The mean obtained by each column is subtracted with each row of 

column entries. If the value obtained after subtraction is between the range +1 and -1 a value ‘1’ 

is assigned if not ‘0’ is assigned for that field. The fields are converted to 1’s and 0’s specifically 

because the data is given as an input to the genetic algorithm. The genetic algorithm works best 

for binary attributes. [5] 

 

3.3 Dimensionality reduction 

 
Genetic Algorithm is used both for classification and Feature Extraction. The production decision 

rule based approach is used. [5].  
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Genetic Algorithm (GA): Genetic algorithms imitate the evolution of the living beings, described 

by Charles Darwin [8]. GA is a part of the group of Evolutionary Algorithms 

Algorithm works with a set of individuals, representing possible solutions of the task. The 

selection principle is applied by using a criterion, giving an evaluation for the individual with 

respect to the desired solution. The best

algorithms encode a potential solution to a specific problem on a simple chromosome

structure and apply recombination operators to these structures as to preserve critical information. 

Genetic algorithms although are randomized, use historical information to find an optimal 

solution within the search space. The genetic algorithm is as below[9]:
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Figure 1.  Outline of the model.  

Genetic algorithms imitate the evolution of the living beings, described 

by Charles Darwin [8]. GA is a part of the group of Evolutionary Algorithms (EA). Genetic 

Algorithm works with a set of individuals, representing possible solutions of the task. The 

selection principle is applied by using a criterion, giving an evaluation for the individual with 

respect to the desired solution. The best-suited individuals create the next generation. These 

algorithms encode a potential solution to a specific problem on a simple chromosome

structure and apply recombination operators to these structures as to preserve critical information. 

although are randomized, use historical information to find an optimal 

solution within the search space. The genetic algorithm is as below[9]: 

 

Genetic algorithms imitate the evolution of the living beings, described 

(EA). Genetic 

Algorithm works with a set of individuals, representing possible solutions of the task. The 

selection principle is applied by using a criterion, giving an evaluation for the individual with 

ividuals create the next generation. These 

algorithms encode a potential solution to a specific problem on a simple chromosome-like data 

structure and apply recombination operators to these structures as to preserve critical information. 

although are randomized, use historical information to find an optimal 
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1. [Start] Generate random population of n chromosomes (suitable solutions for the problem) 

2. [Fitness] Evaluate the fitness f(x) of each chromosome x in the population 

3. [New population] Create a new population by repeating following steps until the new 

population is complete 

a. [Selection] Select two parent chromosomes from a population according to their 

fitness (the better fitness, the bigger chance to be selected) 

b. [Crossover] With a crossover probability cross over the parents to form new 

offspring (children). If no crossover was performed, offspring is the exact copy of 

parents. 

c. [Mutation] With a mutation probability mutate new offspring at each locus (position 

in chromosome). 

d. [Accepting] Place new offspring in the new population 

4. [Replace] Use new generated population for a further run of the algorithm 

5. [Test] if the end conditions are satisfied, stop, and return the best solution in current 

population 

6. [Loop] Go to step 2 

 

A solution generated by genetic algorithm is called a chromosome, while collection of 

chromosome is referred as a population [10]. The implementation of a genetic algorithm has 

random chromosomes called population as input. The fitness function is applied on the 

chromosomes to measure the suitability of solution, more suitability gives more reproductive 

opportunities. Some chromosomes in population will mate through process called crossover thus 

producing new chromosomes named offspring which its genes composition are the combination 

of their parent. Mutation means random change of the value of a gene in the population. In a 

generation, a few chromosomes will also undergo mutation in their gene. The number of 

chromosomes which will undergo crossover and mutation is controlled by crossover rate and 

mutation rate value. Chromosomes for the next generation will be selected based on Darwinian 

evolution rule [11], the chromosome that achieve a better solution to the problem are given more 

chances to reproduce than those which are poorer. Therefore the solution is typically based on the 

current population. After several generations, the chromosome value will converges to a certain 

value which is the best solution for the problem. 

 

Applying Genetic Algorithm - The inputs for this phase are the set of initial rules and the 

preprocessed data in binary. The rules have values ‘0’ or ‘1’ or ‘2’ for each field and the last 

column of the rule indicates the class label for which the rule is defined. Then the genetic 

algorithm is executed with the following attributes. 

 
Initial population: The set of initial rules represented as bit vectors.  

 

Fitness Function: Accuracy of classification for each rule. It is based on the number of test 

records predicted correctly by the classification model. The frequency of incorrect and correct 

predictions is recorded in a table called confusion matrix. 

 

If fij indicates the number of records of class ‘i’ predicted as the records of class ‘j’, then f11 and 

f00 are the number of correct predictions while f10 and f01 are the number of incorrect predictions. 

 �������� = ��	
�� � ������ �������������� ��	
�� � ����������  

�������� = �11 + �00�00 + �11 + �01 + �10 

 

A classification model should always try to attain higher accuracy. 
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Selection: The genetic algorithm arranges the rules based on this fitness function i.e. the rule 

having the highest accuracy is at the top. Then the genetic algorithm selects the top two rules to 

perform crossover and mutation. 

 

Crossover: Crossover takes place on the selected rules at a randomly generated point. 

 

Mutation: The mutation rate considered is 2%. The mutation occurs at a randomly generated 

point.  

 

Population: The rules generated after crossover and mutation are the population for the next 

iteration of the genetic algorithm. 

 

Stopping Condition: The algorithm is executed until, the accuracy reaches 100 or the genetic 

algorithm executes for 1000 generations. 

 

The genetic algorithm executes repeatedly to generate the best set of rules for predicting stock 

market data. The rules that are generated by the genetic algorithm are analyzed. If a column has a  

value 2 for each rule that column in the saved training data is deleted. Because a value 2 indicates 

that the value in that field doesn’t contribute to the outcome. Hence we get a data set with reduced 

dimensionality. 

 

3.4 . Clustering 
 
The dimensional reduced data is given for the clustering process. We propose a hybrid clustering 

mechanism, which includes Hierarchical Agglomerative Clustering and Fuzzy-C-Means 

Clustering or Hierarchical Agglomerative Clustering and K-Medoids clustering. A comparative 

analysis is to be performed using Fuzzy C-Means and K-medoids. 

 

1)  Hierarchical Agglomerative Clustering: Hierarchical agglomerative clustering [12] or HAC is 

a bottom-up hierarchical clustering technique. Bottom-up algorithms treat each document as a 

singleton cluster at the outset and then successively merge (or agglomerate) pairs of clusters until 

all clusters have been merged into a single cluster that contains all documents.  An HAC 

clustering is typically visualized as a dendrogram. Each merge is represented by a horizontal line. 

The y-coordinate of the horizontal line is the similarity of the two clusters that were merged, 

where documents are viewed as singleton clusters. Hierarchical clustering does not require a pre-

specified number of clusters. 

 

1. Start by assigning each item to a cluster, so that if you have N items, you now have N 

clusters, each containing just one item. Let the distances (similarities) between the clusters 

the same as the distances (similarities) between the items they contain. 

2. Find the closest (most similar) pair of clusters and merge them into a single cluster, so that 

now you have one cluster less. 

3. Compute distances (similarities) between the new cluster and each of the old clusters. 

4. Repeat steps 2 and 3 until all items are clustered into a single cluster of size N. (*) 

 

Step 3 can be done in different ways, single-linkage, complete-linkage and average-linkage 

clustering.  

 

In single-linkage clustering (also called the connectedness or minimum method), we consider the 

distance between one cluster and another cluster to be equal to the shortest distance from any 

member of one cluster to any member of the other cluster. If the data consist of similarities, we 
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consider the similarity between one cluster and another cluster to be equal to the greatest 

similarity from any member of one cluster to any member of the other cluster. 

 

In complete-linkage clustering (also called the diameter or maximum method), we consider the 

distance between one cluster and another cluster to be equal to the greatest distance from any 

member of one cluster to any member of the other cluster. 

 

In average-linkage clustering, we consider the distance between one cluster and another cluster to 

be equal to the average distance from any member of one cluster to any member of the other 

cluster. 

 

Fuzzy C-Means: FCM algorithm is one of the most important fuzzy clustering methods, initially 

proposed by Dunn, and then generalized by Bezdek [13]. The Fuzzy C-means clustering 

algorithm is a variation of the K-means clustering algorithm, in which a degree of membership of 

clusters is incorporated for each data point. FCM algorithm is a technique of clustering which 

permits one piece of data to belong to two or more clusters [14]. The aim of the FCM algorithms 

is to assign the data points into clusters with varying degrees of membership values. Membership 

values lie between 0 and 1. This membership value reflects the degree to which the point is more 

representative of one cluster than the other. The centroids of the clusters are computed based on 

the degree of memberships as well as data points. The algorithm consists of the following steps: 

 

1. Let us suppose that M-dimensional N data points represented by 

            �� (i = 1, 2. . . N) are to be clustered. 

2. Assume the number of clusters to be made, that is, C, where 2 ≤ C ≤ N. 

3. Choose an appropriate level of cluster fuzziness f >1. 

4. Initialize the N × C × M sized membership matrix U, at random, such that ���� ∈  0,1" 
and   ∑ ����$�%& =1.0, for each i and a fixed value of m. 

5. Determine the cluster centers C'��, for j cluster and its m dimension by using the 

expression given below: 

                                ''()=
∑ *+,-. /+-0+12∑ *+,-.0+12        

                                 

6. Calculate the Euclidean distance between �34 data point and 534 cluster center with respect 

to say 	34 dimension like the following: 

                                6���=78��� − ''��:7     

                           

7. Update fuzzy membership matrix U according to 6���. If 6��� > 0, then                               ''��� = &∑  ;<+,-<+=-> ?,@2A=12                                 

 

If 6���= 0, then the data point coincides with the corresponding data point of 534 cluster 

center '�� and it has the full membership value, that is, ����= 1.0. 

8. Repeat from Step 5 to Step 7 until the changes in the U ≤ ∈, where ∈ is a pre-specified 

termination criterion. 

 

K-Medoids Clustering: The k-medoids algorithm is a clustering algorithm related to the k-means 

algorithm and the medoidshift algorithm [15]. K-medoid is a classical partitioning technique of 

clustering that clusters the data set of n objects into k clusters known a priori. It is more robust to 



48 Computer Science & Information Technology (CS & IT) 

 

noise and outliers as compared to k-means because it minimizes a sum of pair wise dissimilarities 

instead of a sum of squared Euclidean distances.  

 

A medoid can be defined as the object of a cluster, whose average dissimilarity to all the objects 

in the cluster is minimal i.e. it is a most centrally located point in the cluster. The algorithm can 

be given as: 

 

1. Initialize: randomly select (without replacement) k of the n data points as the medoids 

2. Associate each data point to the closest medoid. 

 ("closest" here is defined using any valid distance metric, most commonly Euclidean 

distance, Manhattan distance or Minkowski distance) 

3. For each medoid m 

4. For each non-medoid data point o 

a. Swap m and o and compute the total cost of the configuration 

5. Select the configuration with the lowest cost. 

6. Repeat steps 2 to 4 until there is no change in the medoid. 

 

The dimensional reduced data is given to the hierarchical clustering algorithm. The last two links 

are removed to generate three clusters of the data. The Euclidean distance is used as a proximity 

measure. It is applied to two data points which lie in 1, 2, 3 or higher dimensional space. It is 

calculated as  

d(x, y) = GH(xI − yI)JK
I%&  

 

Where, n is the number of dimensions, xk is the value of the data object x for dimension k, yk is 

the value of the data object y for dimension k. 

 

Each cluster is then given to the Fuzzy C-Means or the K-medoids algorithm to perform sub 

clustering. The Euclidean distance is used as a proximity measure. The clustering is performed 

until each cluster has a purity of 1. The centroid of each cluster along with the class label is 

transformed to a representative vector. 

 

3.5 Prediction 

 
The testing data is compared to each representative vector to find to which centroid the testing 

record is the closest. Then the class label of the representative vector is used as the predicted 

value for the testing data. This is done for each testing record. Since the testing data has a pre 

assigned class label, the accuracy of prediction is calculated. 

 

4. EXPERIMENTATION 
 

The proposed algorithm is implemented in MATLAB R2009b version. It provides plenty of user 

interface controls for creating a dynamic User Interface. It has several inbuilt functions that aids 

in the efficient implementation of proposed algorithm. The training data set, the set of rules and 

the testing data set are all stored as files. The software provides the flexibility of reading and 

displaying the file with numerical data or strings (rules).The training data is stored as a matrix 

format. The Rules are stored in a list and each rule is considered as a string. The software 

provides various internal functions for data type conversions and storing the data. For pre 

processing the column headers and the first column is deleted just by specifying the row and 

column index. To check for empty values an inbuilt function ‘isnan’ is used. The ‘fcm’ and 
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‘kmeans’ functions are already inbuilt that correspond to Fuzzy C

attributes are greater than 2 it works as K

the testing data are stored in matrix format. The accuracy obtained 

feature extraction is 87%. The purity of each sub cluster obtained is 1. The accuracy of prediction 

obtained is 88%. Hence the model developed is better than the models developed previously. 

 

Figure 2 shows the percentage of f

The reduction rate of feature extraction obtained is 40%.

 

Since the accuracy of prediction obtained by both the algorithms is same, it is essential to observe 

the execution time taken by the 

Medoids and Fuzzy C-Means. Fig

than K-Mediods as the number of clusters increase.

 

The accuracy obtained by our model is compared to th

model. From Fig 5 and Fig 4 we see that the HRK approach has achieved an accuracy of 73% 

while HAC with K-Medoids or HAC with Fuzzy C

Figure 2.

  
Figure 3.  Comparison 
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‘kmeans’ functions are already inbuilt that correspond to Fuzzy C-Means and K-Means (if the 

attributes are greater than 2 it works as K-Medoids) algorithms. The representative vectors and 

the testing data are stored in matrix format. The accuracy obtained by the genetic algorithm for 

feature extraction is 87%. The purity of each sub cluster obtained is 1. The accuracy of prediction 

obtained is 88%. Hence the model developed is better than the models developed previously. 

2 shows the percentage of feature reduction obtained through the use of Genetic algorithm. 

The reduction rate of feature extraction obtained is 40%. 

Since the accuracy of prediction obtained by both the algorithms is same, it is essential to observe 

the execution time taken by the hybrid algorithm using both the clustering approaches that is

Figure 3 shows that Fuzzy C-Means takes more time to execute 

as the number of clusters increase. 

The accuracy obtained by our model is compared to the accuracy obtained from the existing 

model. From Fig 5 and Fig 4 we see that the HRK approach has achieved an accuracy of 73% 

Medoids or HAC with Fuzzy C-Means has achieved 88% accuracy.

Figure 2.  Reduction rate through Feature Extraction 

Comparison of fuzzy C-Means and K-Medoids 
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feature extraction is 87%. The purity of each sub cluster obtained is 1. The accuracy of prediction 

obtained is 88%. Hence the model developed is better than the models developed previously.  
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Since the accuracy of prediction obtained by both the algorithms is same, it is essential to observe 

the clustering approaches that is K-

ore time to execute 

e accuracy obtained from the existing 
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Means has achieved 88% accuracy. 
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Figure 4.
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5. CONCLUSION AND FUTURE

 
Data mining is found to be a useful domain that can be used to predict the stock price value and to 

build a structural model to predict accurate results. An efficient prediction can help the investors 

to gain a huge amount of profit. It is experimented tha

classification and clustering gives more accurate results than the other methods proposed to date. 

The model developed is highly dependent on the initial rules used. Even though the genetic 

algorithm is used for efficient processing of the rules, if the initial rules do not even provide half 

of the accuracy of classification, the genetic algorithm will evolve generating inefficient 

algorithms for feature extraction. From the experimental results conducted we found t

Means and K-Medoids both achieved an accuracy of 88% when using the same data set, rule set 

and the same number of clusters. But the execution time Fuzzy C

Medoids. Hence we conclude that K

developed. 

 

The future enhancements to this work would be considering categorical data along with numerical 

data. Instead of building a model for a particular company, it would be efficient to construct a 

general model so that even long-
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Figure 5 Accuracy obtained by proposed algorithms 

UTURE ENHANCEMENTS 

Data mining is found to be a useful domain that can be used to predict the stock price value and to 

build a structural model to predict accurate results. An efficient prediction can help the investors 

to gain a huge amount of profit. It is experimented that combining the methods of preprocessing, 

clustering gives more accurate results than the other methods proposed to date. 

The model developed is highly dependent on the initial rules used. Even though the genetic 

ficient processing of the rules, if the initial rules do not even provide half 

of the accuracy of classification, the genetic algorithm will evolve generating inefficient 

algorithms for feature extraction. From the experimental results conducted we found t

Medoids both achieved an accuracy of 88% when using the same data set, rule set 

and the same number of clusters. But the execution time Fuzzy C-Means is greater than that of K

Medoids. Hence we conclude that K-Medoids is a better clustering algorithm for the model 

The future enhancements to this work would be considering categorical data along with numerical 

data. Instead of building a model for a particular company, it would be efficient to construct a 

-term company price movements can be predicted.  

        

Data mining is found to be a useful domain that can be used to predict the stock price value and to 

build a structural model to predict accurate results. An efficient prediction can help the investors 

t combining the methods of preprocessing, 

clustering gives more accurate results than the other methods proposed to date. 

The model developed is highly dependent on the initial rules used. Even though the genetic 

ficient processing of the rules, if the initial rules do not even provide half 

of the accuracy of classification, the genetic algorithm will evolve generating inefficient 

algorithms for feature extraction. From the experimental results conducted we found that fuzzy C-

Medoids both achieved an accuracy of 88% when using the same data set, rule set 

Means is greater than that of K-

ustering algorithm for the model 

The future enhancements to this work would be considering categorical data along with numerical 

data. Instead of building a model for a particular company, it would be efficient to construct a 
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