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ABSTRACT 

 
In this paper we consider blind signal detection for an asynchronous code division multiple 

access (CDMA) system with Principal component analysis (PCA) in impulsive noise. The blind 

multiuser detector requires no training sequences compared with the conventional multiuser 

detection receiver. The proposed PCA blind  multiuser  detector  is  robust  when  compared  

with  knowledge  based  signature  waveforms  and  the  timing of the user of interest.  PCA  is  

a statistical  method for  reducing  the dimension  of  data set, spectral decomposition of the 

covariance matrix of the  dataset  i.e  first  and  second  order  statistics  are  estimated. 

Principal component analysis makes no assumption on the independence of the data vectors   

PCA searches for linear combinations with the largest variances and when several linear 

combinations are needed, it considers variances in decreasing order of importance. PCA 

improves SNR of signals used for differential side channel analysis. In different to other 

approaches, the linear minimum mean-square-error (MMSE) detector is obtained blindly; the 

detector  does not use any training sequence  like in subspace methods  to detect multi user  

receiver. The algorithm need not estimate the subspace rank in order to reduce the 

computational complexity. Simulation results show that the new algorithm offers substantial 

performance gains over the traditional subspace methods. 
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1. INTRODUCTION 

 
In DS-CDMA detector uses one user  detection strategy in which each user is taken as a signal, 

while the other users are considered as  noise. In recent years, multiuser detection has attracted 

significant interest due to enhancement of performance it offers in communication schemes with 

present multiple access interference (MAI) [1]. Blind multiuser detection is effective for reducing 

inter symbol interference (ISI) and improving system throughput. Among all blind methods the 
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subspace method (SS) [2] is known for its better performance. However, the batch algorithm [2] 

requires singular value decomposition (SVD), which is inconvenient for adaptive implementation. 

Further, it requires accurate rank estimation of the correlation matrix, which is not easy in an 

inherently noisy environment [4]-[9].  

 

All the subbspace tracking algorithms were found with computational complexity around 
2

( )O m , 

or where d is the dimension of the signal subspace, in each recursion [3]. However, the 

total computation of the blind channel identification is still due to the second step, i.e., 

using the estimated subspace vectors to optimize channel estimation. The second step cannot be 

repeatedly implemented with reduced computations in an obvious manner[11].  Least square(LS) 

method is a simple way to estimate a Channel ,it’s efficiency is not significant . Principal 

component  analysis  does not assume  on the independence of the data vectors. When many 

combinations are required  PCA  identifies linear combinations with the largest variances , it 

considers variances in decreasing order of importance. In PCA  signal to noise ratio of signals 

used for differential side channel analysis is improved. By applying PCA to the frequency 

spectrum noise and signals can be separated. 

 

These detectors employ the  PCA algorithm [9] at the outputs of a bank of matched filters. Main 

purpose is to retrive  the original sequence from the received signal that is corrupted by other 

users and MAI, without the  help of training sequences  and  a  priori  knowledge of  the channel. 

 

The paper is organized  as follows :Section  2 describes the System model followed by section 3 

with the description of the algorithm used. In section 4 contains results and conclusions. 

 

2. SYSTEM MODELLING 

 
Consider a DS-CDMA channel operating with coherent binary phase shift keying (BPSK) 

modulation format with L users sharing the same bandwidth. If L users are active, the received 

base band, continuous-time signal is a superposition of all L signals[4],  

 

      ∞≤≤−∞+= ttztXty ),()()(                                 (1) 

where X(t) is the useful signal comprised of the data signals of L active users and z(t) the additive 

white Gaussian noise. The useful  signal X(t)  is taken as the expression 
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where M stands for the number of  data symbols per user in the data frame of interest, T is the 

symbol interval, wl is the received signal amplitude, lτ
 is the delay, }1,.....,1,0,)({ −= Miibl  is the 

symbol stream, and )(txl , { }Tt0txl ≤≤);(  is the normalized signaling waveform of the lth  user. It 

is assumed that the signaling interval of each user is T  seconds, and the input alphabet is 

antipodal binary: ]1,1[ +− . Further, direct-sequence spread-spectrum (DS-SS) multiple access 

signatures may be written as a succession of the chip pulses as 

( )O md

3( )O m



Computer Science & Information Technology (CS & IT)                                 125 

 

],0[),()(
1

0

TtjTtptx c

N

j

l

jl ∈−=∑
−

=

ϕ
                                (3)                  

where N  is the processing gain, ( )l

N

ll ppp 110 ,..., −  is the signature sequence of s1′±  assigned to the lth 

user, and ϕ  is the  normalized chip waveform of duration cT
, with TNTc = . 

A. Synchronous Case 

For the synchronous case (i.e., 
0....21 ==== lτττ

) of model (1), to demodulate the  i th symbols 

of the L  users, { }L

ll ib
1

)(
= , it is sufficient to consider the received signal during the i th

 
signaling 

interval, i.e., 
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Near the receiver,   y(t) is the received  signal it is filtered by a chip-matched filter and then 

sampled at the chip rate. The resulting discrete-time signal sample corresponding to the  j th chip 

of the i th symbol is given by 
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where is the normalized signature sequence of the l th 

user, and is the channel ambient noise sample vector at the i th symbol 

interval. The term 
{ })(iz j  is assumed as a sequence of independent and identically distributed 

(i.i.d.) random variables with a non Gaussian distribution. In this paper, the pdf of impulsive 

noise model is modeled as commonly used two-term Gaussian mixture model for the additive 

noise samples,
{ })(iz j , which has the form 

                                    (7) 

with , 10 ≤≤ ε , and 1≥κ . term represents the nominal background noise and the 

term represents an impulsive component, with ε  representing the probability of 
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occurrence of impulses. This model serves as an approximation to the more fundamental 

Middleton Class A noise model and also has been used extensively to model physical noise 

arising in radio and acoustic channels [4,10, 11].  

 

B. Extension to Asynchronous Case 

 
This algorithm is applicable for the  users when they  are symbol and chip asynchronous. After 

some algebra, asynchronous signal model given in (1) can be written as [5] 

 

                                        (8) 

where 

                           (9) 

where Hm denotes the )1( +× MLNM  Hermitian cross correlation matrix of the composite 

waveforms associated with the symbols in b and the matrices and are defined as 

                                               (10) 

with      

                              (11) 

and . The parameter m is called the smoothing factor and is chosen such 

that the Sylvester matrix has full column rank. If the signature waveforms of all users as well 

as the relative delays are known to the receiver, then the Sylvester matrix can be constructed.  

 

Here, using PCA, principal components are calculated for received ym (i) as in eq(4)  

The output matrix is is found as the covariance matrix 
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       C =  Covariance(y)                (13) 

                  T
C U V= Σ                     (14) 

3. PRINCIPAL COMPONENT ANALYSIS ALGORITHM 

PCA is a technique which is generally used for reducing the dimensionality of multivariate data 

sets i.e. reducing the number of dimensions, without much loss of information .The covariance 

matrix of n random variables x  is Σ, the principal components are defined as 

 

z = Ax  

 

Where A is n by n orthogonal matrix with rows of that are eigen vectors of covariance matrix as 

the rows of   z  is the vector of n principal components (PCs) . The Eigen values of Σ are 

proportional to the fraction of the total variance accounted for by the corresponding eigenvectors, 

so the PCs explaining most of the variance in the original variables can be identified. Regularly 

some of the original variables are correlated like a small group of the PCs describes a large space 

of the variance of the main data. 

 

The  data matrix X of size m x n is considered as received signal. 

 1 1 1 1( ) [ ( ), ( ), ( ), ( )]X t x t x t x t x t= KK
  (15) 

is the time ordered collection of  a single matrix to which PCA can be applied. The means of the 

xi are removed and the covariance matrix  computed by 

  
1 T

X X
n
 ∑ =              (16)  

∑  is an m x m square matrix, Eigen values, and corresponding eigenvectors  will be calculated, 

First  eigenvectors are calculated from the covariance matrix, second step is to arrange  them by 

Eigen values in descending order .This gives you the components in order of significance. The 

lesser Eigen values are ignored there by reducing the data. Principal components are ordered 

eigenvectors of the covariance matrix. The PCs were obtained using 

 

       zj=aj x   j=1,2, …….n            

The PCs are a linear transformation with transformation coefficients given by the eigenvectors .  

 

PCA is solved by using covariance matrix and  singular value decomposition (SVD) methods. 
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Let X be an arbitrary n × m matrix and
T

X X
. be a rank r, square, symmetric m × m matrix. 

1 2 3
ˆ ˆ ˆ ˆ{ , , ...... }rv v v v is the set of orthonormal m×1 eigenvectors with associated eigenvalues for 

1 2 3{ , , ,...... }rλ λ λ λ  the symmetric matrix 
T

X X
. 
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              (17) 

i i
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are positive, real and named as the singular values 

1 2 3
ˆ ˆ ˆ ˆ{ , , ...... }ru u u u is  the  group of  n×1 vectors defined by 
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The scalar expansion of  SVD is 

  
ˆ ˆ
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X multiplied by an eigenvector of
T

X X
.is equal to a scalar times another vector. The set of 

eigenvectors 1 2 3
ˆ ˆ ˆ ˆ{ , , ...... }rv v v v and the set of vectors are 1 2 3

ˆ ˆ ˆ ˆ{ , , ...... }ru u u u both orthonormal sets 

and bases in r dimensional space. 
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1 2 3 γσ σ σ σ≥ ≥ ≥ %K
 are the rank-ordered set of singular values. Likewise we construct 

accompanying orthogonal matrices, 

 
[ ]1 2 3
ˆ ˆ ˆ ˆ, , ...... rV v v v v=

       (20) 

[ ]1 2 3
ˆ ˆ ˆ ˆ, , ...... rU u u u u=

      (21) 

Matrix  expansion of SVD 

  XV U= ∑             (22) 



Computer Science & Information Technology (CS & IT)                                 129 

 

where each column of V and U perform the scalar version of the decomposition (Equation 3). 

Because V is orthogonal, we can multiply both sides by V−1 = �� to arrive at the final form of 

the decomposition. 

 

  
TXV U V= ∑

 

Implementation of PCA is as follows 

 

The description of  PCA using the covariance method is as follows: 

The purpose  is to transform one  data set X of dimension M to an another data set Y of smaller 

dimension L. 

 

Step 1: Get some data and organize the data set. 

Step 2: Subtract the mean: 

For  better  performance of PCA , subtract the mean from each of the data dimensions.      

The mean subtracted  is  equal to the average across each dimension. 

Step 3: Calculate the covariance matrix. 

Step 4: Calculate the eigenvectors and Eigen values of the covariance matrix. 

Step 5: Choosing components and forming a feature vector: 

The eigenvector  containing the maximum Eigen value is considered as the principle 

component of the data set. 

     Feature Vector = (eig1, eig2, eig3, eig4,………………, eign)  . 

Step 6: Deriving the new data set: 

 

 

4. EXPERIMENTAL RESULTS 

 
In simulations, first a synchronous system with 6 users is considered. The spreading sequence of 

each user with length 31 is considered (as shown in the following experiments). Figure 1(a-f) 

shows the bit error rate and signal to noise ratio comparisions for 6 different users which are 

estimated using corresponding principal componets. And the received users powers are all equal 

for the considered detectors (i.e., in the case of tight power control). The noise distribution 

parameters for are fixed as   and , respectively. These plots demonstrate the 

performance gains achieved by the robust blind multiuser detector with PCA in impulsive noise. 

Next, an asynchronous system with 6 users and the noise distribution parameters    ε =0.01 & 0.1 

and 100=κ  are   considered.  The delays of the 6 users are randomly generated. Fig 1( a-f) show 

the transmitter and estimated symbols for user 1.and Fig 2 show the BER for 6 different users 

with different Principal compon. Fig 3. Shows the details of transmitted  and received  symbols 

for   of  user  one. Fig 4 gives the details of proposed method and subspace method. It is observed 

from these plots that the robust blind multiuser detector with the proposed PCA technique 

outperforms the traditional subspace method based linear MMSE detector in impulsive noise.  

The performance gain increases as the SNR increased. 

 
 

0.01&0.1ε = 100κ =
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(a)                                                  (b) 

 

 

 

 

 

 

 

(c)                                                 (d) 

 

 

 

 

 

 (e)                                                        (f) 

        

Fig 1. BER and SNR Plots for different users using first 6 Principal Components 

 

Fig 2 BER for 6 different users with different Principal components 
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Fig 3. Transmitted and received symbols for user 1 

5. CONCLUSIONS 

In this paper, Multiuser detection has been done using principal components in asynchronous 

non-Gaussian channels is proposed and analyzed. Even the process of computing principal 

components is complex, simulation results show that the robust blind multiuser detector with the 

proposed PCA technique outperforms the traditional subspace method based linear MMSE 

detector in both synchronous and asynchronous CDMA non-Gaussian channels. 
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