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ABSTRACT 

An adaptive beam former is a device, which is able to steer and modify an array's beam pattern 

in order to enhance the reception of a desired signal, while simultaneously suppressing 

interfering signals through complex weight selection. However, the weight selection is a critical 

task to get the low Side Lobe Level (SLL) and Low Beam Width. It needs to have a low SLL and 

low beam width to reduce the antenna's radiation/reception ability in unintended directions. The 

weights can be chosen to minimize the SLL and to place nulls at certain angles. A vast number 

of possible window functions that are available to provide the weights to be used in Smart 

Antennas. This paper presents various traditional windowing techniques such as Binomial, 

Kaiser-Bessel, Blackman, Gaussian, and so on for computing weights for adaptive beam 

forming and also neural based methods like, Least Mean Square (LMS), Complex LMS (CLMS) 

[5], and Augmented CLMS (ACLMS) [1] algorithms. This paper discusses about various 

observations on signal processing techniques of Smart Antennas, that compromise between SLL 

and beam width (Directivity), to improve the base station capacity in Cellular and Mobile 

Communications and also the performance analysis of CLMS and ACLMS in terms of SLL and 

beam width, error convergence rate.   
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1. INTRODUCTION 

Wireless cellular networks [9,10] are fast growing technology in the current world and this trend 

is likely to continue for several years. The advancements in radio technology enable novel and 

improved services in the cellular systems. Current wireless services include transmission of voice, 

fax and Multimedia applications and so on. Multimedia services like video-on demand and 

internet access needs more band width. Wireless networks must provide these services in a wide 

range of environments, spanning dense urban, suburban and rural areas. Mobility needs varying 

must also be addressed.  
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Smart Antennas (SA) [11, 15] consists of an array of antenna elements with signal processing 

capability that optimizes the radiation and reception of a desired signal dynamically. SAs can 

place nulls in the direction of interferers via adaptive updating of weights linked to each antenna 

element.  SAs [14], thus cancel out most of the co-channel interference resulting the better quality 

of reception and lowered dropped calls. SAs can also track the user within a cell via direction of 

arrival algorithms. 

 

The Smart antennas [11, 13] perform spatial filtering, which makes it possible to receive energy 

from a particular direction, while simultaneously blocking it from another direction. This property 

makes smart antennas as an effective tool in detecting and locating radiation from other sources. 

That means, the design and development of the efficient models to this task for real time 

optimization is a current problem. The control unit of the Smart Antenna is normally realized 

with a Digital Signal Processing (DSP) unit. The DSP controls radiation parameters of the 

antenna, based on certain inputs, in order to optimize the communication link. Figure 1 shows the 

basic model of Smart Antenna System.  

 

Figure 1. Basic smart antenna system 

2. COMPLEX NEURAL ALGORITHMS 

A Complex valued Neural Network [2, 7, 12] is an artificial neural network, consists of complex 

valued input signals, weights, threshold values and/or signal functions. Such kind of models must 

be needed for solving the problems in the field of signal processing. In the signal processing, 

signals are complex valued and processing of such signals requires the implementation of new 

complex valued neural processing models. One of the most important characteristics of the 

complex valued neural models process linear complex signals of the smart antennas. In smart 

antennas signals from different sources or interferers are to be processed before orienting the 

main beam direction of the antenna array. In this context identifying the angle of arrival of the 

desired signal is very important. More over the Half Power Beam Width (HPBW) of the array 

radiation pattern must be as small as possible to avoid the interference. Similarly the Side Lobe 

Level (SLL). 

In this paper Complex Least Mean Square (CLMS) and Augmented Complex Least Mean Square 

(ACLMS) algorithms [1, 5] have been considered as complex valued neural networks that can be 

applied on complex signals of Smart Antenna System.  

Least Mean Square (LMS) is fundamental gradient based algorithm introduced by Widrow and 

Hoff in 1959 that estimates the gradient vector from the available data. This algorithm is an 

iterative method that leads to Minimum Mean Square Error (MSE), but this is a simple model 

which cannot process complex data with more noise. In the analysis of LMS, it is observed that, 
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its convergence is slow if the eigen values are widely spread and it is directly depends on the 

eigen structure. The convergence time of LMS can be exceedingly long and highly data 

dependent when the eigen values of the covariance matrix differs. 

In order to process such complex signals, variants of LMS model such as Complex Least Mean 

Square (CLMS) and Augmented Complex Least Mean Square (ACLMS) algorithms were chosen 

and the performance analysis of these models on complex signals is presented in section 3. 

2.1 Complex Least Mean Square Algorithm (CLMS) 

Complex Least Mean Square [5, 6, 8] algorithm was introduced by Widrow et al. in 1975, which 

benefits from the robustness and stability of the LMS and enables the simultaneous processing of 

complex signals. 

This algorithm performs stochastic gradient decent in complex domain statistics that enables 

better modeling of complex data and produce effective outcome. The basic algorithm of CLMS is 

as follows: 

1. The instantaneous estimates  

  ��|��(�)|	 → �
� |��(�)|                (1) 

                     ���(�)�(�)	 → �(�)�(�)        (2)      

                     ���(�)�(�)	 → �(�)�(�)                                    (3) 

 

2. The ‘stochastic’ cost function 

  �(�) =  �
� |�(�)|�          (4) 

3. Weight vector update  

  �(� + 1) = �(�) −  �∇��(�)        (5) 

4. The gradient of the cost function  

The gradient of the cost function with respect to the complex valued weight vector  

�(�) = ��(�) + ���(�) can be expressed as  

 

  ∇wJ(k)=∇wr
J(k)+j∇wi

J(k) =
∂J(k)
∂wr(k) +j

∂J(k)
∂wi(k)      (6) 

 

5. The output error is given by  

 

  �(�) = �(�) − ��(�)�(�)        (7) 

 

6. The stochastic gradient adaptation for the weight vector can be expressed as  

  w(k+1)=w(k)+ µe(k)x*(k),  w(0)=0       (8) 

        

7. This output of the complex least mean square (CLMS) algorithm is computed as  

  � = �(�)�(�)      →      �(� + 1) = �(�) +  ��(�)�(�)    (9) 

2.2 Augmented Complex Least Mean Square Algorithm (ACLMS) 

The ACLMS [1, 5, 8] algorithm has the same generic form as the standard CLMS, it is simple to 

implement, yet it takes into account the full available second-order statistics of complex valued 

inputs (non circularity) in the domain of adaptive beam forming that utilizes the second order 

statistical information. This is achieved based on some advancement in complex statistics with 

the use of widely linear modeling. So this model is also called as widely Linear LMS. The 

ACLMS has advantages over CLMS including: 
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1. In blind source separation, it may be able to deal with more sources than observations. 

2. Improved signal recovery in communications modulation schemes. 

3. Improved direction of arrival estimation in augmented array signal processing. 

4. The analysis of augmented signal processing algorithms benefits from special matrix 

structures which do not exist in standard complex valued signal processing. 

 

 The basic algorithm of ACLMS is as  follows: 

1. The output of ACLMS is   

y(k)= ∑ �hn(k)z k-n!+g
n
(k)z* k-n!"N

n=1 ⇔ y(k)=h
T(k)z(k)+gT(k)z*(k) (10) 

  

2. Weight updation: 

  ∆wn(k)=-µ∇wnJ(k)=-µ
∂J(k)

∂wn(k)
 =-µ $ ∂J(k)

∂wn
r (k) +j

∂J(k)
∂wn

i (k)%     (11) 

Where �&(�) = �&�(�) + ��&� (�), is a complex weight and � is the learning rate, a small positive 

constant. 

  ℎ(� + 1) = ℎ(�) +  ��(�)(∗(�)       (12) 

  *(� + 1) = *(�) +  ��(�)((�)        (13) 

 

3. The augmented weight vector  

  �+(�) = �ℎ�(�), *�(�)	�        (14) 

 

4. The final form of ACLMS as follows: 

  �+(� + 1) = �+(�) +  ��(�)(+∗(�)       (15) 

   where the ‘augmented’ instantaneous error is  

 �(�) = �(�) − (+�(�)�+(�)        (16) 

3. PERFORMANCE ANALYSIS 

In the process of adaptive beam forming signals [14, 15], the input signal is considered as 

�-(�) = cos(2�2) with frequency 1 kHz and a noise is also considered along with the input 

signal. Normalized weights are calculated using different algorithms such as Binomial, Blackman, 

Hamming, Gaussian and Kaiser-Bessel. The Half Power Beam width and SLL are calculated 

from the array factors plotted with the normalized weights of the above algorithms and presented 

in the table 1. From the tabular values, it is observed that there is a compromise between HPBW 

and SLL. 

Table 1. HPBW and SLL value comparison for traditional algorithms. 

S.No. Weights Used HPBW (Degrees) 
No of Symmetrical 

Side Lobes 
SLL 

1 Un Weighted 12.82 3 0.2291 

2 Binomial 22.95 0 0 

3 Blackman 27.21 0 0 

4 Hamming 20.43 1 0.0210 

5 Gaussian 19.73 1 0.0084 

6 Kaiser-Bessel 16.98 3 0.0372 

Later, the complex valued neural models CLMS and ACLMS algorithms are chosen for adaptive 

beam forming algorithms to calculate the weights for the same input signals with different values 
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for the parameters such as number of array elements (N) and Step Size (µ). Among the list the 

better results have been considered without noise and presented in table 2. 

 

Table 2. Performance analysis of CLMS & ACLMS algorithms without noise. 

SL. No 
Weights 

Used 

No. of Array 

Elements (N) 

Step size 

Parameter (µ) 

HPBW 

(Degrees) 

No of 

symmetrical 

Side Lobes 

SLL 

1 CLMS 8 0.015 7.90 6 0.0654 

2 CLMS 8 0.025 9.20 3 0.0453 

3 CLMS 8 0.050 13.20 3 0.0799 

4 ACLMS 8 0.015 9.90 2 0.0429 

5 ACLMS 8 0.025 13.40 5 0.0799 

6 ACLMS 8 0.050 20.0 6 0.1408 

 

From table 2 it can be observed that, when CLMS and ACLMS weights are used, there is a 

considerable reduction of HPBW and SLL. Corresponding data is also presented in figures 2, 3 

and 4. From the observation of figure 2 with the use of CLMS, minimum value for HPBW and 

least SLL at N=9 and µ = 0.015 has been obtained. Similarly from the figure 3 with the use of 

ACLMS, minimum value for HPBW and least SLL at N= 8 and µ = 0.015 has been obtained. 

From these two observations CLMS has given better values for HPBW and SLL which is 

presented in figure 4. The convergence of array outputs towards the desired signal computed 

using CLMS and ACLMS is also presented in figure 5. From figure 5, it is observed that ACLMS 

gives nearest convergence towards the desired signal than CLMS. 

 

Figure 2. Comparison of performance of CLMS weights in noiseless environment 

In order to simulate the real time environment of Smart Antenna System, the noise component 

has been considered in addition to the input signal and the performance of the CLMS and 

ACLMS algorithms have been analysed with different values of N and µ. The results obtained 

with noise are presented in table 3. However it is observed that, the reduction of step size 

parameter µ improved the performance of the chosen algorithm in noisy environment rather than 

noiseless environment. The analysis of these two algorithms is presented in figure 6 (CLMS, 
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N=8), 7 (CLMS, N=9), 8 (ACLMS, N=8), 9 (ACLMS, N=9) and 10(Best Performance of CLMS 

and ACLMS with Noise). From this analysis, ACLMS gives best performance rather CLMS in 

the Noise, but the HPBW is almost similar. So, it is concluded that ACLMS gives better outcome 

in the noisy environment, where as in noiseless environment CLMS is better one. 

 

 

Figure 3. Comparison of performance of ACLMS weights in noiseless environment 

 

 

 

Figure 4. Comparison of best performance by CLMS & ACLMS weights in noiseless 

environment 
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Figure 5. Signal convergence comparison 

 

Table 3. Performance Analysis of CLMS & ACLMS Algorithms with Noise 

Sl. No. 
Weights 

Used 

No. of Array 

Elements (N) 

Step size 

Parameter (µ) 

HPBW 

(Degrees) 

No of 

symmetrical 

Side Lobes 

SLL 

1 CLMS 8 0.002 6.6 7 0.1555 

2 CLMS 9 0.002 6.1 6 0.1781 

3 ACLMS 8 0.002 6.4 6 0.1873 

4 ACLMS 9 0.002 6.5 6 0.1189 

Figure 6. Comparison of performance of CLMS weights with N=8 in noisy environment 
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Figure 7. Comparison of performance of CLMS weights with N=9  in noisy environment 

 

Figure 8. Comparison of performance of ACLMS Weights with N=8  in noisy environment 
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Figure 9. Comparison of performance of ACLMS Weights with N=9  in noisy environment 

 

Figure 10. Comparison of best performance by CLMS & ACLMS weights in noisy environment 
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CLMS is better model than ACLMS in giving low HPBW and SLL in noiseless environment, 

whereas in case of noisy environment ACLMS gives good performance in respect of HPBW and 

SLL but SLL has been increased. In order to improve the overall performance of Smart Antenna 

System by making use of the individual best aspect of CLMS and ACLMS algorithms, a new 

approach can be proposed by combining these two models as hybrid to minimize the SLL in 

noisy environment. 
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