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ABSTRACT 

Given a simple connected undirected graph � = ��, ��  with |�| = 
 and |�| = �, the Wiener 

index ���� of � is defined as half the sum of the distances of the form ��, �� between all 

pairs of vertices u, v of  � . If ��, ��� is an edge-weighted graph, then the Wiener 

index  ���, ��� of ��, ���  is defined as the usual Wiener index but the distances is now 

computed in ��, ���. The paper proposes a new algorithm for computing the Wiener index of a 

Fibonacci weighted trees with Fibonacci branching in place of the available naive algorithm for 

the same. It is found that the time complexity of the algorithm is logarithmic. 
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1. INTRODUCTION 

Let � = �����, ����� be a connected unweighted undirected graph without self-loops and 

multiple edges. Let |����| = 
 and |����| = �.  

The Wiener index ���� of � is defined as half the sum of the distances between all pairs of 

vertices of a graph �. Wiener index is a distance based graph invariant which is one of the most 

popular topological indices in mathematical chemistry. It is named after the chemist Harold 

Wiener, who first introduced it in 1947 to study chemical properties of alkanes. It is not 

recognized that there are good correlations between ���� and physico-chemical properties of the 

organic compound from which � is derived, especially when � is a tree. Wiener index have been 

studied quite extensively in both the mathematical and chemical literature. For chemical 

applications of Wiener index, see [7, 9]. The Wiener index is also studied to investigate a related 

quantity the average distance (defined as 2����/
�
 − 1��of a graph, which is frequently done 

in pure mathematics [3]. 

In this paper we are concerned with a tree called Fibonacci weighted tree with Fibonacci 

branching. Let η = 1 + F1 + F2 + F3 +∏ �� +���� …. + ∏ ������  be the number of vertices in �� , 
where �� = i-th Fibonacci number. One way to compute the Wiener index of Fibonacci weighted 

tree with Fibonacci branching is to compute the distances between all pairs of vertices of a graph. 

It is known [2] that the straightforward approach for solving the distances on a weighted graph 

between all pairs of vertices of � is to run Floyd-Warshall algorithm which takes a time O(n3); 

thus for Fibonacci weighted tree with Fibonacci branching of order k with η vertices, such an 

algorithm can compute the Wiener index in time O(η
3
) and requires as an input a description of 

Fibonacci weighted tree with Fibonacci branching of order k, e.g., an adjacency matrix. In this 

note, we propose a new algorithm for computing the Wiener index of Fibonacci weighted tree 
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with Fibonacci branching in time O(log η), assuming that the input is only the order k of the 

Fibonacci weighted tree with Fibonacci branching. 

2. PRELIMINARIES 

The Wiener index ���� of � is defined as 

                                ���� =  1
2 � � ��, ��

  ∈"�#�
,

$∊"�#�
                                                                          �1� 

where ��, �� denotes the distance (the number of edges on a shortest path between u and v 

between u, v in �. 

Wiener index ���� comes under different names such as sum of all distances [5, 10], total status 

[1], gross status [6], graph distance [4], and transmission [8]. A related quantity is the average 

distance µ��� defined as  

                                          µ��� =  2����

�
 − 1� .                                                                       

Let ��', (� denote the edge weight on the edge {i, j}. Then 

��', (� =  )�*'+ℎ- ./ *+* �', (� '/ �', (� ∈ ����,
+∞                                 '/ �', (� ∈ ����. 0 

Consider an edge-weighted graph � with weight function ��  : ���� � R
+ 

denoted as ��, ���. 

Then the weight of a path is the sum of the weights of its edges on that path. A shortest path 

between two vertices u and v is a path of minimum weight. The shortest-path distance 

�#,12���, �� (or simply ��, ��) is the sum of the weights of the edges along the shortest path 

connecting u and v. For � ∈  ���� and H ⊆ ����, let 4��, 5� =  ∑ ��, �� ∈7 . The Wiener 

index  ���, ���  of ��, ���  is defined as the usual Wiener index, that is,  � ��, ��� =
�
8 ∑ ∑ ��, �� ∈"�#�$∈ �#�  where ��, �� is now computed in  ��, ���. Clearly if all the edges 

have weight one, then ���, ��� = ����.  In the sequel, for notational convenience we assume 

that ���� = ���, ���. 

It is well known that the Fibonacci numbers are defined recursively as follows: (i) The Fibonacci 

numbers �9 = 0 and �� = 1, and (ii) For k ≥ 2, the Fibonacci number �� = ��;� + ��;8. 
We define Fibonacci weighted path <=>  of order n, as a path on n + 1 vertices, where the 

consecutive edges are assigned weights ��,   .  .  .  ,�? starting from an edge incident on a pendent 

vertex. 

Let k be a positive integer. The Fibonacci weighted tree with Fibonacci branching �� of order k, 

is defined recursively in the following way: 

i. �� = ���, ���is a rooted tree, where �� = @��9, ���A and �� = @���9, ����A, with      ����9, ���� =
 ��. 

ii. �8 = ���  ∪  �8, ��  ∪  �8�  is a rooted tree, where V2 = @��8A  and  �8  = @����, ��8�A , with 

����9, ���� =  �� and w����, ��8� = �8 . 

iii. For k ≥ 3, the rooted tree �� is constructed as follows: 

Let p =  ∏ ���;8���  , C = D��;� and E = C��. Let V = (V1 ∪ ...∪ Vk-1) and E = (E1 ∪… ∪ Ek-1), 

where Vk-1 = {���;�, … , �G�;� } and Ek-1 = { (���;8, �H�;� ) : 1 ≤  i  ≤  p, 1 ≤  j ≤  q and          (i-

1)Fk-1 + 1 ≤  j  ≤  iFk-1}. If  ��;� = ��, �� is a rooted tree, then �� = �� ∪ �� , � ∪  ���, 

where Vk = {���, . . . . , �I� } and Ek = { (���;�, �H� ): 1 ≤  i  ≤  q, 1 ≤  j ≤  r and (i-1)Fk+ 1 ≤  j  ≤  

iFk } and ∀ (u, v) ∊ Ek , w(u, v) = Fk . 

Figure 1 shows the Fibonacci weighted trees with Fibonacci branching �� through ��. 
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Figure 1: Fibonacci weighted trees with Fibonacci branching �� through ��. 

3. COMPUTING WIENER INDEX OF FIBONACCI WEIGHTED TREES WITH 

FIBONACCI BRANCHING 

We begin with the following lemma which gives a closed-form expression for ��<=>� . 

Lemma 1: 

Let <=>  be a Fibonacci weighted path with n + 1 vertices. Then for n ≥ 2, the Wiener index 

��<=>� is given by  

 

                              �L<=>M =  
��?4� +  2� − 2�?4N +  10 .                                         �2� 

 

Proof. From the Fibonacci weighted path <=> , it is clear that 

 

                            �L<=>M =  �L<=>OPM + � (
?

H��
�H  .                                                          �3� 

 

with initial condition �L<=PM = 1. Equation (3) can be simplified to  

 

                                    �L<=>M =  �L<=>OPM +  
�?48 +  2 −  �?4K .                                                �4� 

 

Simplifying (4) gives the desired expression for ��<=>� as given in (2). 

Lemma 2: 

Let E = ∏ �� ����  and Z = { ��� | 1 ≤  ' ≤  E }. For 1  ≤  ( ≤  r, let T�,H;� = ���, … �H;��   and  U = �(��)\ T�,H;� . For a positive integer k ≥ 5, let ��  be the Fibonacci weighted tree with 

Fibonacci branching of order k. Then WXY�(��) is given by  

WXY�(��) =  � 4L�H� , UM = 2WXY�Z(�� [\ ∊ ]
)  
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Leaf nodes represent ���  to �I� vertices 

Figure 2: Fibonacci weighted tree with Fibonacci branching ��. 

where, 

WXY�Z(��)   =  ^ ��
�

��� _̀
à � (��48

�;�
���H��;�

−  1) − ( �H48  − 1)
bc
cd             

+  ^ ��
�

���  e(��48 −  1) � f^ �H  L(��48 −  3) + (��48 − 3)M�
H�� g�;�

��� h  
+  �� 2 ^ ��

�
��N e(��48 −  2) � f^ �H  L(��48 −  5) +  (��48 − 5)M�

H�N g�;�
��N  h

+  6 ^ ��8(��48 −  5)  +  ^ ����K  + ^ ��8(��48 −  3)�
���

�;�
���

�
��N  .                          (5)   
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Proof.  Consider the Fibonacci weighted tree with Fibonacci branching shown in Fig. 2. Let the 

leftmost path  <� =  ��9�����8 … ���;8���;����  . We begin by finding the shortest-path distance 

from ��9 to ���. That is, 

                                               L��9, ���M =  ∑ �L��� , ���4�M .���9  

                                                                      =  ∑ ������  .                                                             (6) 

Let the Wiener index on path <� denote WlP. Then similar to (6), we can write as WlP as 

WlP =  � ��
�

��� +  � ��
�

��8 + . .  . .  . . + � ��  �
���;8 +  � ��  .�

���;�  

Since in the left subtree there are  I8 = ∏ �� ���� paths originating from ��9, the Wiener index on all 

such paths is  

                                                             ∏ ��  ���� WlP  .                                                                   (7) 

Consider the path  <8 =  ������;� … ��K��8  followed by �8K . Then 

                                               L�� � , �8KM = ∑ �����K +  �K .                                                          (8) 

In Fig. 2 we can see that the node �8K  has ��  branches. Similar to (8), for a path <8 followed 

by �8K�m� , 4 ≤ l ≤ 6, we get 

                                        ��LL�� � , �8KM + ��M =  �� L∑ �� + ���K ∑ �� ���K M .                                (9) 

Let  Y = {�H �;� ∶  G8 + 1 ≤ ( ≤ C}. Now consider the paths from �8 K  to all vertices u ∊ S preceded 

by the path <8 . Then similar to (9), the shortest-path distances on such paths is  L�� � , ��8M +  4(��8, Y) =  �� L∑ �� + ���K ∑ �� ���K M  +  �� �NL∑ �� + ���K ∑ �� N��K M + … ���N … ��;�L∑ �� + ���K ∑ �� �;���K M .                                                                                     (10)  

Let  Wlo = L�� � , �8KM +  L���, ��8M + 4(��8, Y) . Since there are r/2 paths in the subtree 

originating from �� 8down the tree, the shortest-path distances on all such paths and on the paths 

considered in (8) and (10), we get 

                                                             ∏ ��  ���� Wlo  .                                                                 (11)    

Let the path <K =  ������;� … ��K. Let p = ∏ ��  ���N and q = ∏ ��  �;���� . Let <K� = <K�8�,           <KN =<K���N (6 ≤ i ≤ 10), <Kk = <KN�Hk (6 ≤ i ≤ 10, 41 ≤  ( ≤ 80),...,<K�;� = <K�8���N�Hk … �r�;� (6 ≤ i ≤ 

10, 41 ≤  ( ≤ 80 and y+1 ≤  s ≤ 2y). Then similar to (8)-(10), the shortest-path distances on 

paths <K�,  <KN, … , <K�;�denoted Wlt is Wlt = L∑ ������ +  ��M +   �NL∑ �� + ���� ∑ �� N��� M + … +  �N�k …  ��;�L∑ �� + ���� ∑ �� �;���� M .                              
(12) 

Since there are x paths that originates from ��K followed by ��� down the tree, the shortest-path 

distances on all such x paths and on paths <KK, <K� , … . , <K�;�, (12) now becomes 

                                                      ∏ ��  ���N Wlt  .                                                                        (13) 

Since there ��  branches at node ��K and since each branch down the tree from ��K (3rd-level to 

kth-level of the tree) has t paths, the shortest-path distances on all such x paths of one branch and 

on the paths of the other two branches up to k – 1 th-level of the tree, (13) now becomes 

                                                            2�� ∏ �� Wlt���N  .                                                            (14) 
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Let <K� = <K�;��ru� , where x+1 ≤ z ′ ≤ 2x. Now consider three branches down the tree at node ��K. 

Since at ��K each branch down the tree (up to kth-level) has x paths, we compute the shortest-path 

distances on paths mentioned below: 

• From the leftmost branch consisting of x paths starting from �H�, 1≤ j ≤ x, to the other two 

branches each consisting of x paths ending with �m�, x+1 ≤ l ≤ 3x, we get  

                          2p8L∑ ������ +  ∑ ������ M = 4p8 ∑ ������  .                                             (15) 

• From the middle branch consisting of x paths starting from �H�, x+1 ≤ j ≤ 2x, to the rightmost 

branch consisting of x paths ending with �m�, 2x+1 ≤ l ≤ 3x,  similar to (15), we get  

                                                            2p8 ∑ ��  .����                                                                    (16) 

Since p = ∏ �����N , adding equation (15) and (16) yields  

                                                        6 ∏ ��8 ∑ ���������N  .                                                             (17) 

Let D1 denote addition of (7), (11), (14) and (17). That is 

        W� =  ∏ ��  WlP + ����  ∏ ��  Wlo + ����  2�� ∏ ��  Wlt +  6���N  ∏ ��8���N ∑ ������  .                 (18) 

Observe that all the paths considered in deriving (18) begin with a vertex labelled in the left 

subtree of  ��  . Similarly, if we consider all such similar paths that begin with a vertex in the right 

subtree of  ��  we get an expression identical to (18). Thus considering paths that begin with a 

vertex both in the left subtree and in the right subtree, we get 

           2W�  .                                                                   (19) 

Finally, the following paths are considered: 

Let the leftmost path <m =  <8  and rightmost path <I =  �8K�k� … �w�;8�G�;��I� . Let  <mI =  <m<I . 

Clearly the shortest-path distances on <mI  leads to the formula 
                                     L�� 8 , ���M +  L��8, �I�M = 2 ∑ ��xy�K  .                                                   (20) 

Since each of the left subtree and the right subtree of �� at k-th level consists of                      
I8 =∏ ��  ���N nodes, implies that there exist r/2 paths on either side of  ��  . Thus the shortest-path 

distances on such paths starting from vertex ���, 1≤ ' ≤ E/2, to vertex �H�, I8 + 1 ≤ ( ≤ E, (20) 

can be extended by taking (r/2)
2
 paths as 

                                                        2 ∏ ��8 ∑ �����K����  .                                                             (21) 

Let Q = z���, �8�, … , �{\OP� , �{\� | be a subset of leaf nodes at k-th level of the left subtree. Clearly 

|Q| = ��, and the shortest-path distances between all vertex pairs in Q is ��K. Since there are       q 

= 2 ∏ ���;����  nodes at k-1th-level of  �� . Thus the shortest-path distances between all vertex pairs 

in q vertex sets, we get 

                                                       C��K = 2 ∏ ����K�;����  .                                                           (22) 

Therefore, adding (19), (21) and (22) yields WXY�(��) as 

                             WXY�(��) =  2LD� +  ∏ Fy8xy�� ∑ Fyxy�K +  ∏ ����K�;���� M .                               (23) 

It is well known that ∑ ������ =  ��48 − 1. Then simplifying (23), we get 
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WXY�Z(��) =  ^ ��
�

��� _̀
à � (��48 − 1) −  L�H48 − 1M�;�

���H��;� bc
cd

+  ^ ��
�

��� e(��48 − 1) +  � f^ �HL(��48 −  3) +  (��48 −  3)M�
H�� g�;�

��� h
+  ��2 ^ �� e(��48 − 2) +  � f^ �HL(��48 − 5) + (��48 − 5)M�

H�N g�;�
��N h�

��N
+  6 ^ ��8(��48 − 5) +  ^ ����K +  ^ ��8(��48 − 3) .�

���
�;�
���

�
��N  

                                                                                                                                                   (24) 

Therefore, 

                                                       WXY�(��) = 2 WXY�′(��) .                                                (25) 

We now give a simple formula for computing �(��) as given Lemma 3. 

 

Lemma 3:  

 

For a positive integer k, let �� be the Fibonacci weighted tree with Fibonacci branching of order 

k. Then the Wiener index �(��) is given by  

   1     k = 1, 

   4     k = 2, 

 �(��) = 26     k = 3,                                 (26) 

   320     k = 4, 

   �(��;�) + WXY�(Tx)               k ≥ 5. 

Proof. The result of �(��) follows from Lemma 2 and a simple combinatorial argument. 

Theorem 1: 

For a tree ��  (k > 0), we can algorithmically compute  �(��) in time O(k). The input to the 

algorithm requires only the order k of the tree ��. 

Proof. We know that  �|��| = Ƞη. Clearly ��48  can be computed in time O(k). Thus (25) and 

(26) can be computed in time O(k) = O(log η) which computes the operations such as additions 

and multiplications. 

4. CONCLUSION 

We have presented a new algorithm for computing the Wiener index of a Fibonaccci weighted 

trees with Fibonacci branching in place of the available naïve algorithm for the same. The 

running time of this algorithm is logarithmic assuming that the input is only the order k of the 

tree. 
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