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ABSTRACT 
 

This paper presents a new method for data augmentation called Stride Random Erasing 

Augmentation (SREA) to improve classification performance. In SREA, probability based 

strides of one image are pasted onto another image and also labels of both images are mixed 

with the same probability as the image mixing, to generate a new augmented image and 

augmented label. Stride augmentation overcomes limitations of the popular random erasing 

data augmentation method, where a random portion of an image is erased with 0 or 255 or the 

mean of a dataset without considering the location of the important feature(s) within the image. 

A variety of experiments have been performed using different network flavours and the popular 
datasets including fashion-MNIST, CIFAR10, CIFAR100 and STL10. The experiments showed 

that SREA is more generalized than both the baseline and random erasing method. 

Furthermore, the effect of stride size in SREA was investigated by performing experiments with 

different stride sizes. Random stride size showed better performance. SREA outperforms the 

baseline and random erasing especially on the fashion-MNIST dataset. To enable the reuse, 

reproduction and extension of SREA, the source code is provided in a public git repository 

https://github.com/kmr2017/stride-aug.  
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1. INTRODUCTION 
 

Since the advent of deep learning, it has improved classification performance in a wide variety of 
domains including image classification [1, 2, 3], audio classification [4,5,6] and text classification 

[8,9,10]. The performance of deep learning algorithms is evaluated by model generalization. To 

prevent overfitting, two popular techniques of model generalization are used: model 

regularization i.e. batch normalization [11], dropout [12] and data augmentation [14, 15, 16]. 
There are many state-of-the-art techniques for data augmentation and random erasing data 

augmentation [14] is one of them. In random erasing, a randomly sized patch in a random 

position in an image is erased with 0 or 255 or the mean of the dataset. Though it is effective, 
there is a high probability that significant features of the image can be erased which deteriorates 

model performance. The effect of this deterioration is shown in Figure 1, where a random part of 

the image is erased, consequently the augmented image has lost many significant features of the 
original input. Thus, this augmented image when used as training data leads to bad model 

generalization rather than improving the performance. To overcome this issue, this paper 

proposes a new data augmentation named Stride Random Erasing Augmentation (SREA), where 

random size strides (or slices) of one image are pasted onto another image with a random 
probability. We investigate if SREA provides the benefits of random erasing augmentation while 

preserving the good features. In this work, we use the terms model and network interchangeably. 

Our work has the following contributions: 
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 We propose a novel augmentation approach, named Stride Random Erasing Augmentation 

(SREA), it does not only provide random erasing (as images are mixed in random stride 
way) but also preserves the significant features  

 Unlike conventional augmentation techniques, features are not lost as in random erasing 

 We perform a series of image classification experiments on standard datasets using our 

proposed approach and it outperforms both baseline and random erasing-based 

classification. 

 We investigate the effect of different stride sizes (small, random and large) and the effect of 
different augmentation probability values. 

 We provide full source code for SREA in an open repository: 

https://github.com/kmr2017/stride-aug  

 

The rest of the paper is structured as follows: Section 2 describes the closely related work, 
Section 3 describes the algorithm of proposed SREA method, Section 4 explains the experimental 

setup and results, and finally, Section 5 provides conclusions and ideas for future work. 

 

2. RELATED WORK 
 

The objective of model generalization is to prevent the model from overfitting. The two main 

techniques used for model generalization are: regularization [11, 12, 21, 22, 23] and data 

augmentation [13, 15, 14, 16, 17, 18, 20]. 
 

2.1. Regularization 
 
Dropout [12] is a regularization technique, where hidden and visible neural network neuron 

probabilities are randomly set to zero and are dropped. In Ba, J. [21] an adaptive dropout is 

proposed where the probability of a hidden neuron, that is to be discarded, is calculated using a 
binary belief network. DropConnect [22] randomly selects the subsets of weights and sets them to 

zero instead of disconnecting the neurons. In the stochastic pooling [23], parameter free 

activations are selected during training from a multinomial distribution and used with state-of-
the-art regularization techniques. 

 

2.2. Data Augmentation 
 

Data augmentation is one of the prominent techniques used for regularization [14]. Data 

augmentation is used to increase training dataset size and thereby increase classification test 
accuracy with less original data. There are many techniques for data augmentations, i.e., 

translation, rotation and addition of salt-and-pepper noise, etc. Among them, the three most 

popular and close to the proposed approach are flipping [15], random cropping [13] and random 

erasing [14]. Flipping is simply a manipulation where the object is flipped horizontally or 
vertically or both. Random cropping selects a random patch from an image and resizes it to the 

original image size. In random erasing [14], a random part of an image is erased during the 

training. In random image cropping and patching [16], patches from four images are extracted 
and mixed to create a new image and the labels are mixed correspondingly. This work [17] 

analyzes traditional data augmentation techniques i.e., rotating, cropping, zooming, histogram 

based methods and others. Recently a new perspective of data augmentation named mathematical 
framework was proposed in [18]. It explains data augmentation benefits and the authors proved 

that data augmentation is equivalent to performing the average operation on a certain group that 

does not vary in data distribution. The proposed SREA does not only provide random erasing (as 

images are mixed in random stride way) but also preserves the significant features (features are 
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not lost as in random erasing [14]). So it is useful for models to learn these features, resulting in a 
good regularization effect. 

 

 
 

Fig. 1. The first row highlights the problem of important features removal with random erasing, the 

second row represents the proposed solution 

 

3. PROPOSED METHOD 
 

In this section, we explain our proposed approach stride random erasing data augmentation 

(SREA) method. During training, there is a probability P of performing SREA. In SREA, W and 
Ps/2 represent the width of image and the striding probability, respectively. There are n strides, 

calculated by ⌊W × Ps/2⌋  and with random stride size S, of image X1 and X2 are pasted 

alternatively to generate a new augmented image Xa. As for images X1 and X2, the stride 

probability is Ps/2 and 1 − Ps/2, respectively, so, with the same probability, L1 and L2 are labels of 

image X1 and X2, respectively, are mixed to generate an augmented label La. The newly 
augmented image Xa and augmented label La are used for training the model. The reason for 

halving the Ps is, in an augmented image, strides of images X1 and X2 are pasted alternatively i.e. 

one stride of X1, then stride of X2, process continues till n strides are done, consequently half 
strides of X1 are pasted and place of half strides taken by strides of X2, logically the probability of 

X1 is also halved. For further clarification, for example, although the dog and cat have a initially 

mixing probability of 0.5 each before mixing, but in the augmented image, half strides of the cat 

are taken by strides of the dog, so the cat contributes half (0.25) of the original probability (0.5) 
as it is shown in Figure 1. We define the SREA mathematical combination operation as below: 

 

Xa =  X2 ⊕ [X1 ⊗  n ∗  S]   Eq. 1 
 

In the above equation, ⊕ and ⊗ represent pasting and striding operations, respectively. 𝑛 ∗  𝑆 

represents n strides of size S each. In the same way, labels are also mixed as follows: 
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La =  L1. Ps/2 +  L2. (1 −  Ps/2)   Eq. 2 
 

The labels are mixed in the same ratio as images are mixed, consequently this provides a strong 

regularization effect and makes the model more generalized.  

 
The proposed algorithm for this approach is defined in algorithm 1. The source code is available 

in a git repository. 

 

 
 

4. EXPERIMENT 
 

In this section, we define the datasets used, the training set up and the classification results 

obtained for this initial evaluation of our SREA method, the random erasing method and a 

baseline with no data augmentation. 
 

4.1. Datasets 
 

We used four datasets for our experiments including Fashion-MNIST [24], CIFAR10 [25], 

CIFAR100 [25] and STL10 [26].  
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Fashion-MNIST 
 

It consists of 70000 images including 60000 training and 10000 test images. Each image is gray 

scale and of size 28 × 28. There are 10 classes of clothing items e.g. t-shirt, shoe and dress. 

Before training, we normalized these images between 0 and 1. 
 

CIFAR10 and CIFAR100 
 

It consists of 60000 images, including 50000 training and 10000 test images. Each image is RGB 

color and of dimension 32 ×32 × 3. There are 10 classes in this dataset. These data images were 

normalized using the mean and standard deviation of the dataset. Similar to CIFAR10, 
CIFAR100 has the same number of images, same dimensions and everything except the number 

of classes are 100.  

 

STL10 

 

This dataset has a total of 8500 images including 500 training images and 8000 test images. Each 
image is RGB color and of dimension 96 x 96 x 3. There are 10 classes in this dataset. These 

images are acquired from the biggest imagenet dataset.  

 

 
 

Fig. 2. On Fashion-MNIST dataset using Resnet20 network 
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Fig. 3. On Fashion-MNIST dataset using Resnet20 network 

 

4.2. Training setup  
 

For training setup, we use multiple flavours of resnet [27] : resnet20, resnet32, resnet44, resnet56 

, resnet100 and flavours of VGG [28] model i.e. VGG11, VGG13, VGG16 and VGG19. For the 
fair comparison with random erasing, the overall parametric settings are employed with the same 

setting as in [14]. We used 300 epochs for training, the learning rate was initially set to 0.1 and 

reduced by 10 times at epoch 100, 150, 175 and 190. The probability of performing SREA is set 

to 0.5 for the main experiments. This is because we initially investigated 10 different SREA 

probability settings with an interval of 0.1 starting from 0.1 on FashionMNIST using resnet20 

model. In this test 0.5, SREA probability showed the best result, as shown in Figure 2. We re-
performed all the Zhong et al.’s experiments for fashion-MNIST, because the original 

experiments performed in the random erasing paper [29] were on an old fashioned dataset, in 

which there was overlapping between test and training images (this issue is discussed in the 
Github repository of random erasing [14]). Each experiment is repeated three times and the mean 

error with standard deviation is reported in Table 1. Note that, boldface number shows the best 

performance. 
 

4.3. Results  

 

In this section, the results achieved with SREA are compared with the baseline and the standard 

random erasing augmentation method. Firstly, we investigated the effect of stride size. For this 
purpose, we used a fixed small stride size of 2, a fixed large stride size of 10 and a randomly 

generated stride size between 2 and 10 on the Fashion-MNIST dataset using resnet20. Out of all 

three sizes, the randomly generated stride size has shown better performance for this dataset as 
shown in Figure 3. Furthermore, with classification tasks, SREA also outperformed both baseline 

and random erasing in all flavours of the resnet model by showing better results in all categories, 

albeit sometimes within the margin of error. While in the case of CIFAR10 and CIFAR100, this 

initial implementation of SREA has shown competitive results with random erasing. In some 
resnet flavour cases it narrowly outperformed random erasing (again within the margin of error) 

and it showed impressive performance over baseline in all resnet flavours. For further evaluating 

the effectiveness of SREA, we use multiple flavours of VGG, it shows superior performance as 
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compared to baseline and competitive performance with random erasing. For STL10 data, SREA 
outperformed both baseline and random erasing except the VGG19 network.  

 
Table 1. Error rate performance comparison of the proposed SREA method with a baseline and random 

erasing. 

 
Models Baselines Random Erasing SREA 

Fashion-MNIST 

ResNet20 6.21± 0.11 5.04 ± 0.10 4.91 ± 0.12 

Resnet32 6.04 ± 0.13 4.84 ± 0.12 4.81 ± 0.17 

Resnet44 6.08 ± 0.16 4.87 ± 0.1 4.07 ± 0.14 

Resnet56 6.78 ± 0.16 5.02 ± 0.11 5.00 ± 0.19 

CIFAR10 

Resnet20 7.21 ± 0.17 6.73 ± 0.09 7.18 ± 0.13 

Resnet32 6.41 ± 0.06 5.66 ± 0.10 6.31 ± 0.14 

Resnet44 5.53 ± 0.0 5.13 ± 0.09 5.09 ± 0.10 

Resnet56 5.31 ± 0.07 4.89 ± 0.0 5.02 ± 0.11 

VGG11 7.88±0.76 7.82±0.65 7.80±0.65 

VGG13 6.33±0.23 6.22±0.63 6.18±0.54 

VGG16 6.42±0.34 6.21±0.76 6.20±0.34 

VGG19 6.88±0.65 6.85±0.65 6.75±0.55 

CIFAR100 

Resnet20 30.84 ± 0.19 29.97 ± 0.11 30.18 ± 0.27 

Resnet32     28.50 ± 0.37 27.18 ± 0.32 27.08 ± 0.34 

Resnet44 25.27 ± 0.21 24.29 ± 0.16 24.49 ± 0.23 

Resnet56 24.82 ± 0.27 23.69 ± 0.33 23.35 ± 0.26 

VGG11 28.97±0.76 28.73±0.67 28.26±0.75 

VGG13 25.73±0.67 25.71±0.54 25.71±0.56 

VGG16 26.64±0.56 26.63±0.75 26.61±0.65 

VGG19 28.65±0.23 28.69±0.76 28.75±0.76 

STL10 

VGG11 22.29±0.13 22.27±0.21 20.68±0.23 

VGG13 20.64±0.26 20.18±0.23 19.91±0.92 

VGG16 20.62±0.34 20.12±0.65 20.09±0.23 

VGG19 19.15±0.32 19.22±0.45 19.35±0.11 

 

5. CONCLUSION 
 

This paper addressed the issues of random erasing, where good features are lost due to randomly 

erasing a random size of patch, which deteriorates the model performance. To cope up with this 
issue, we proposed a new data augmentation method named Stride Random Erasing data 

augmentation, that not only provides random erasing but also preserves significant features. We 

investigated the effect of different probability values and stride sizes parameters on our approach. 
Furthermore, our approach outperformed baseline and random erasing on a wide variety of 

datasets using different flavour of resnet and vgg. In future, we will extend our work by including 

column-wise strides, both row-wise and column-wise strides and test SREA on audio datasets. 

Nonetheless this first implementation of the approach shows promise for building a new family 
of stride-based data augmentation techniques. 
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